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Abstract

We developed a macroeconometric model with the objective of analyzing and forecasting the effects of various domestic policy measures and external shocks, particularly changes in oil price, world income on the Azerbaijani economy. It consists of 13 stochastic equations and 13 identities and covers the real, monetary, fiscal and external sectors of the Azerbaijan economy. The General to Specific Strategy is applied to the quarterly data over the period of 2000-2010 in the framework of Cointegration and Error Correction Modeling. This is publically available the first econometric model of the Azerbaijani economy that its stochastic equations are the error correction equations which provide information about the long-run equilibrium and short-run dynamics between the variables as well as speed of adjustment from the latter to the former. This information would be useful for the decision makers in increasing an effectiveness of the policy measures in the Azerbaijani economy. 
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1. Introduction

Widespread use of macroeconometric models is going to continue and change as research progresses, the economy develops, and the needs of model users adjust (Bardsen et al, 2005; Bardsen and Nymoen, 2008; Wallis, 1993, 2000). Well-chosen models simplify and clarify economic problems by focusing on the factors judged most essential to their understanding. Importantly, models are also frameworks for how the economy has on average behaved in the past, and of the degree to which its current or prospective behavior might differ. For these general, but practical reasons economic policy needs models (Jadhav, 2004). A macroeconometric model can serve for one or more of the three basic objectives: explanation, prediction and evaluation. Its use is useful for policy in several ways. By using a model, a policymaker can identify and evaluate the impact of alternative economic policies, policy choice or measure on the economy in terms of sustainable and long-term development without having to actually face the shock or implement the policy (Boulanger and Brechet, 2005; Coletti and Murchison, 2002). Economic models provide scientific bases for policy measures and therefore serve to enhance policy credibility. That is why policymakers widely use macroeconometric models of national economies for conducting in-depth policy analysis and forecasting the future course of the economy (Ra and Rhee, 2005). 
Azerbaijan economy demonstrates rapid economic growth mainly driven by the oil sector in recent years. It is noteworthy that according to official statistics, GDP in real terms grew approximately 2.5 times during the period 2004-2008 bringing Azerbaijan to leading positions in the world with 34.5% in 2006
. Increased oil extraction, surge in oil prices and its exports leads to huge inflow of foreign exchanges into the country, which, in turn, creates great opportunities for implementation of large scale infrastructure projects contributing to socio-economic development of the economy. However, the given boom in the oil sector in parallel with the above-mentioned noble infrastructure development intentions also causes some macroeconomic problems. As such, there is an increasing dependence of the state budget on the oil revenues resulting in the high fiscal expansion, raising the price levels, appreciating exchange rate, while lowering the share of the non-oil sector output in GDP as well as the share of the non-oil exports in total exports. According to official statistics, the share of the non-oil value added and exports in the GDP and total exports respectively decreased from 66.2% and 52.5% in 2004 to 38.2% and 4.7% in 2008. Moreover, the share of the oil revenues in the government revenues increased from about 40% in 2004 to 80% in 2008, while the real effective exchange rate appreciated approximately two-fold during 2004-2008
. It is worth mentioning that a sharp decline in the price of oil in the world markets caused by the recent global financial crisis led to some negative consequences in the Azerbaijani economy.
All the above-mentioned facts indicate that the Azerbaijani economy in some extent depends on its oil revenues and thereby, it is very sensitive to a volatility of oil price in the world markets.         

Making effective policy decisions in line with the goals of the sustainable development of the country is very important, but it is heavily constrained by some difficulties in the above-mentioned circumstances. One of the key pre-requisites of making effective policy decisions is make them empirically justifiable by carrying out a proper analyses and developing sound forecasts of macroeconomic indicators. First, it requires a well-designed and well-specified macroeconomic model. By using macroeconomic model, one can evaluate impacts of external shocks (for example, changing in price of oil in the world markets) as well as internal policy changes (for example, changes in exchange and interest rates and etc.) on the economy. For instance, what would be the inflation effects of the oil price if it remains 75 USD/Barrel for the next three years. Inversely, let us assume that the government targets to increase public investment by 7% in each of subsequent next three years. How and in which extent the related macroeconomic variables have to changes in order to meet this target? Solutions of such policy exercises require a well-designed macroeconomic model, which is able to provide a comprehensive analysis and forecast of macroeconomic indicators.

The objective of the study is building and using macroeconometric model, which can provide comprehensive analysis and forecast of the short run impacts of various policy measures and external shocks on the Azerbaijani economy.             
Practical contribution of the study
The possible contributions of the study would be:

· it provides an modifiable/flexible macroeconometric model, which describes important within- and between sectorial relationships with as simple and proper way as possible by taking country specific features into account;

· it helps to make effective policy decisions in terms of the sustainable economic development during and especially after the oil boom by conducting various simulations based on different policy scenarios;

· it can serve as a common tool for policymakers and by this way can contribute to an enhancing the coordination among them;
· it is a contribution to the experience literature on building and effectively using macroeconometric models in the natural resource rich small open economies.
Macroeconomic modeling experience in the Republic of Azerbaijan

Note that in order to get a comprehensive macroeconomic model, some important initiatives have been made since 1990s. A number of projects have been implemented in the government agencies and academic organizations: in the Ministry of Economic Development (MED hereafter), the Ministry of Finance (MF hereafter), the Ministry of Taxes (MT hereafter), the Central Bank of the Republic of Azerbaijan (CBAR hereafter) and the State Oil Fund of the Republic of Azerbaijan (SOFAZ hereafter). 
Division namely “Modeling social-economic processes” at the Institute of Cybernetics has developed macroeconometric models under supervising professor Y.Hasanli for analyzing and forecasting macroeconomic indicators of the Azerbaijan economy (Hasanli and Ismayilov, 1998; Hasanli and Imanov, 2001; Hasanli, 2007).
In order to properly implement real and monetary policies and effectively coordinate them, Financial Program Projection – FPP has implemented in MF and MED as well as in CBAR with technical support of the International Monetary Fund.   

By technical support of the Technical Assistance to Commonwealth Independent State (TACIS hereafter) of European Commission and by applying a macroeconomic experience of the European Union counties, another macromodel project has been implemented in Azerbaijan over the period 1998-2006 (TACIS, 2006). 
Oil sector augmented macroeconomic equilibrium model of the Azerbaijani economy, covering government sector, balance of payment, non-oil and oil sectors, has been built during the period 2001-2004 by financial support of the Asian Development Bank (ADB hereafter). The model (ADB Annual Report, 2001). 

In 2004-2008, Institute for Scientific Research on Economic Reforms (ISRER) of MED has constructed a model incorporating linkages between markets and economic agents of the Azerbaijan economy. 
Moreover, ISRER has been also involved in the project namely “AzMod” supported by the ADB and implemented by EcoMod modeling company during the 2004-2006 to build general equilibrium model of the Azerbaijan economy (ADB Annual Report 2004,  ADB 2004). 
For forecasting macro and educational indicators in the Azerbaijan, another macroeconomic modeling project has been implemented in MED over the period 2008-2010 supported by bp company. 

The oil price and oil related revenues are crucial in the formation macroeconomic processes of the Azerbaijani economy. Considering these effects, SOFAZ has implemented the project in 2007-2008, to build the macroeconometric model. It was a forecast model mainly to predict the short- and long-terms impacts of the oil prices on the macroeconomic indicators. The model was built by the Oxford University and sponsored by bp (BP, 2007).    
Also note that some sector oriented econometric and partial equilibrium models are constructed in different government agencies. For example, the CBAR has developed monetary policy oriented macroeconometric model comprising money demand, exchange rate, and inflation and GDP equations. Moreover, the CBAR has been constructing Dynamic Stochastic General Equilibrium Model since 2008 in order to follow dynamics of the Azerbaijani economy (CBAR, 2008).  
MT has implemented two projects, namely “Model for Forecasting Revenues in the Republic of Azerbaijan” over the period 2002-2006 and “Econometric modeling of the budget revenues” during the 2008-2010. Both of the projects were supported by United States Agency for International Development (USAID hereafter) (USAID Quarterly Report, 2008).    
Note that, unfortunately, some of the above-mentioned projects remained uncompleted, while others were finished inefficiently. Additionally, it is discouraging that the government agencies in the Republic of Azerbaijan do not sufficiently utilize macro models in their policy decision-making processes. Maybe partially because the macroeconomic modeling experience in the Republic has not been quite successful. Nonetheless, building and implementing a well-designed macroeconometric model is very important in making effective policy decisions.
2. Literature Review

Economic models are tools for thinking about economic problems. As Bardsen et al (2005) state, macroeconometric modeling is one of the most significant and impactful projects in the economy. Dating back to Tinbergen (1937) and Frisch (1938) with some important impetus mainly coming from Lucas (1976), Sims (1980), Nelson and Plesser (1982) and also followed by Pesaran and Smith (1985),  Engle and Granger (1987), Johansen (1991), Phillips (1991) and Klein et al. (1999) macroeconometric modeling is driven by mainly economic and econometric theory as well as changing economic circumstances. Historical developments of theoretical and practical nature and other aspects of macroeconometric model-building are well documented by Fair (1984, 1994), Botkin et al. (1991), Hendry and Mizon (2000), Favero (2001), Bardsen et al. (2004), while the most of seminal academic and empirical literatures on macroeconometric models from the late 1940s to nowadays are comprehensively reviewed by Valadkhani (2004). 
There are huge empirical literatures which are devoted to macroeconometric modeling in case of certain economies. But we mainly focused on researches exploring macroeconometric modeling issues in case of natural resource-rich small open economies like Azerbaijan in this study.
Benedictow et al. (2010) developed a macroeconometric model of the Russian economy in the IS-LM framework, containing 13 estimated equations, covering period from 1995Q1 to 2008Q1. The model’s IS side consists of consumption, investment, public activity and net exports, which define GDP. The LM side of the model is modeled through equations for the exchange rate and inflation. The model includes an endogenous treatment of fiscal policy where government revenue and expenditure are directly affected by the oil price. They modeled oil exports and non-oil exports separately to allow for testing of Dutch Disease hypotheses and dependence of oil export volumes on the oil price. Monetary policy is modeled according to a Taylor rule where unemployment and inflation are assumed to be the target variables influencing domestic money market rates. Unemployment is assumed to depend on economic activity and wages. Wages depend positively on consumer prices and negatively on unemployment.

The modeling strategy is the general to specific approach (cf. Davidson et al, 1978), using ordinary least squares to estimate equilibrium correction models. Restrictions based on economic theory are applied when statistical support is found. 
The model is tailored to analyze the degree of oil price dependency of the Russian economy. Conducted simulation based on various scenarios show that Russian economy is vulnerable to large fluctuations in the oil price over the last decade. However, according to the model, the Russian economy exhibits significant growth capabilities even in the absence of growth in the oil price. Thus the model suggests that Russian economic performance in general is not as oil price dependent as commonly anticipated.

Dufrenot and Sand-Zantman (2010) developed a small macroeconometric model of Kazakhstan to study the impact of various economic policies by using ARDL cointegration approach proposed by Pesaran, Shin and Smith (2001). The aim of this project is to propose a stylized macroeconomic model of Kazakhstan during the period of transition in order to analyze the consequences of a number of alternative economic policies that may explain the performances of the Kazakh economy. 

The simulations provide insight into the role of a tight monetary policy, higher foreign direct investment, rises in nominal wages and in crude oil prices. The results obtained are in line with the economic observations and give some support to the policies chosen as priority targets by the Kazakh authorities for the forthcoming years.

Ayvazyan and Brodskiy (2009) in their study constructed macroeconometric model using Engle-Granger Cointegration Approach for forecasting and analysis of various development scenarios in the short and long-term periods of the Russian economy between the years 1994 and 2006. Authors divided modeling process into two stages. At the first stage disaggregated dynamic model designed for a theoretical description of the evolution of the major structural sectors of Russian economy: the export-oriented sectors, internally-oriented sector and the sector of natural monopolies, as well as monetary, fiscal sectors and the sector of income and expenditure. This model helps to understand the key structural relationships inherent in the Russian economy and create a set of explanatory variables for each of the indicators that are among the endogenous variables of an econometric model. In the second stage an econometric model is constructed. System of equations is solved jointly, allowing, on the one hand, investigating the solutions to sustainability and compliance with the real macro-economic indicators, and on the other hand, to analyze short-and medium-term macroeconomic effects of "shocks" - the so-called "Macroeconomic projections."

Bidabad (2005) constructed one of the most generalized and extensive macroeconometric models of Iranian economy. This model has 200 equations, 65 of which are stochastic and 135 equations are identities. In an estimation procedure of equation Iterative OLS had been used. One of the specific features of the model is that, sufficient quantity of quality variables (38) and explanatory identities (135) were used in the model. In other words, before equations were estimated, they formed as identities and then estimated as equation. The use of such techniques is a very important element in terms of improving the quality of the model.
Akanbi and Du Toit (2010) developed comprehensive full-sector (real, fiscal, monetary, external) macro-econometric models for the Nigerian economy with the aim of explaining and providing a long-term solution for the persistent growth-poverty divergence experienced by the country. A review of the historical performances of the Nigerian economy reveals significant socio-economic constraints as the predominant impediments to high and sticky levels of poverty in the economy. As such, a model of the Nigerian economy suitable for policy analysis needs to capture the long-run supply-side characteristics of the economy.  A price block is incorporated to specify the price adjustment between the production or supply-side sector and real aggregate demand sector. The institutional characteristics with associated policy behavior are incorporated through a public and monetary sector, whereas the interaction with the rest of the world is presented by a foreign sector, with specific attention given to the oil sector. The model estimated with time-series data from 1970 to 2006 using the Engle-Granger two-step cointegration technique, capturing both the long-run and short-run dynamic properties of the economy. Based on the structure of the Nigerian economy, the production function is modeled according to the following principles: Adopted the idea of the endogenous growth theories by endogenising the technological progress; Applied the Kalman filter estimation techniques to the production function specification in order to make the technological progress time variant; Disaggregated the production function into two functional forms: the Oil Sector and the rest of the economy.
The full-sector model is subjected to a series of policy scenarios to evaluate the various options for government to improve the productive capacity of the economy, thereby achieving sustained accelerated growth and a reduction in poverty in the Nigerian economy. Study concludes that a macro-econometric model capturing structural supply constraints will greatly assist in devising appropriate policies to address the high and sticky level of poverty in the Nigerian economy.
Karnik and Fernandes (2007) in their study construct a macroeconometric model to analyze the problems of United Arab Emirates (UAE) economy that exhibit dependence on non-renewable resources (e.g. oil). The role of the oil sector in the UAE and the extent to which it subsidizes the rest of the economy is evaluated. The constructed macroeconometric model consists of four sectors, has 25 equations and is evaluated and calibrated employing dynamic simulation techniques. Counter-factual and policy experiments are carried out and the instrument-target approach is used to analyze the impact of the oil sector. The paper highlighted the continued dependence of the UAE economy on oil and the urgency to diversify the economy and securing more non-hydrocarbon sources of revenue.

Arreaza et al. (2003) build a small-scale macroeconomic model for Venezuela consists of four building blocks: a price equation, an aggregate demand equation (IS curve), an exchange rate equation (UIP) and a policy rule. The first two equations are estimated using quarterly data for the period 1989-2001. In the estimation procedure, firstly they obtained estimates by GMM (Generalized Method of Moments) , using contemporary and lagged values of the output gap and first difference of the real exchange rate as instruments. Then they imposed this estimate in an OLS estimation to obtain the coefficients of the output gap and the real exchange rate. They also conduct simulation experiments to analyze the effect of different shocks on inflation, output, exchange rate and interest rates. From the simulation exercises of this study, one may drive several implications. First, disinflation is more costly without credibility, since the central bank is in a transition period. Also they expect to increase the degree of credibility over time. So the temporary reduction of output becomes smaller due to the process of disinflation.

Kruk and Chubrik (2008) in their study constructed a small macroeconometric model for analysis of key macroeconomic relationships, and forecasting the economy of Belarus. In constructing, the model took into account the dependence of the Belarusian economy on foreign markets and its special features. In order to model the consequences of rise in prices for energy, four possible scenarios of functioning of the Belarusian economy have been constructed for 2007-2011. Within the limits of each of scenarios was being done the forecast of exogenous variables. On the basis of each of scenarios has been made the forecast of the main macroeconomic indicators of Belarus till 2011. Simulations show that, in case the economy of Belarus during the analyzed period will face additional negative price shock it will make strong enough negative impact on its basic macroeconomic indicators. In particular, distinctions in preconditions between negative and positive scenarios cause distinctions in rates of economic growth more than on 20 percentage points for five years. At the same time it is shown that the Belorussian authorities have enough tools to provide economy development under the positive scenario that is to provide high rates of economic growth, increase of competitiveness of economy and welfare of the population.

3. Theoretical-conceptual structure of the macroeconometric model 

A macroeconometric model, like any other model, represents a compromise between reality and manageability, and as Hendry (1995a, 1997a) states, building a macroeconometric model is a combination of science and art. In this regard, the construction and utilization of macroeconometric model requires an artful combination of the theories, stylized facts of countries and the methods of econometrics (Jadhav, 2004). 
In this regard, predictions of the economic theories for the small open economies and stylized facts of the Azerbaijan economy related to resource abundance and transition are taken into consideration in shaping the structure of the model. The main features of the model’s structure is that it describe the main relationships within and between the sectors. The sectors are: real, fiscal, monetary, domestic price and wage and external as well as also linkages between these sectors by 
The theoretical underpinning of the macroeconomic model is IS-LM framework for small open economies with some extensions. Note that Heijman (2003) comprehensively discusses theoretical aspects of macroeconometric modeling, especially application of IS-LM framework.
The extensions, reflecting the stylized facts of the Azerbaijan economy, are considered when linkages between macroeconomic processes are formed. For example, we treated the fiscal policy as endogenous in order to make it possible to investigate the impact of the oil price (revenues) on budget revenues and expenditures. Moreover, as the extensions, the production (economic activity) and total export are divided into oil and non-oil parts export in the structure of the model. Other two exceptions in the IS-LM framework are production function for the non-oil GDP and treatment wages as endogenous. 
Appendix 1 repots the structure of the model in terms of the stochastic equations and identities, as well as the linkages between the sectors. Below, we discuss structure of the model by the sector in detail. 
3.1. Real Sector

According to IS side of IS-LM model and based on expenditure method of System of National Accounting (SNA) Gross Domestic Product is sum of households’ consumption, private investments, government expenditures and net exports (See Equation 1 in Appendix 1):
Households’ consumption is one of the important indicators in macroeconomic relationships. Its determinants vary from theory to theory. For example, according to Permanent Income Hypothesis, developed by Milton Fridmen, households’ consumption mainly depends on households’ permanent and temporary income (Fridmen, 1957). Moreover, Life-cycle Hypothesis, proposed by Franco Modigliani and Albert Ando, investigates households’ consumption as a function of permanent income and wealth (Ando and Franco, 1963). Differently from these approaches, IS-LM model, based on Keynesian theory, which we employ here, assumes that households’ consumption is positively related to households’ disposable income and negatively impacted by real interest rate on deposits (See Equation 4 in Appendix 1):    

In the general IS-LM framework, disposable income is treated as identity, i.e. difference between incomes and taxes. However, disposable income of the households’ is modeled as a function of the government expenditures (See Equation 5 in Appendix 1). Partly because to take into account the stylized facts related to oil revenues effects and partly because of availability of tax related data (tax rates, tax revenues and their breakdowns, etc.) with the quarterly frequency over the 2000-2012. The idea behind the equation is to estimate and then determined the impacts of oil price and oil related revenues (activities) on the disposable income of the households through the government expenditures. Why is the government expenditures chosen as intermediate variable? The point is that about half part of the oil revenues in every year, are transferred into the government budget. Therefore, the oil related revenues have indirect effect on the economy including the disposable income of the households mainly through the government expenditures. 
Note that short-and long run interest rates on deposits and credits are used in the model. Real interest rates are defined as difference between nominal interest rates and inflation based on Fisher equation (See Equations 16-17 in Appendix 1):
Nominal interest rates are exogenously treated as instruments of the monetary policy.
Real interest rate together with economic activity is one of the main determinants of private investments in the framework of IS-LM model
. As a stylized facts of the economy, mentioned above, economic activity is divided into the non-oil and oil related activities in the private investments equation. The non-oil related economic activity is proxied by the Non-oil GDP and another one is proxied by the oil price (See Equation 6 in Appendix 1). There are particularly two opposite views on the impact of oil related activities on investment decisions of private sector. The first view emphasizes that a surge in oil related activities and thus oil revenues can positively affect private investment mainly through the public investment (especially infrastructure projects) and/or spillover effect. Precisely saying, the government’s successfully realized the infrastructure and social projects can create an attractive investment environment and hence, encourage investors. Second view states that due to resource curse effects expanding in natural resource sector may negatively correlated with economic activity in non-resource sector (including investment projects) in the long-run (Corden and Nearly, 1982; Corden, 1984; Sachs and Warner, 1997; Auty, 2001; Gylfason, 2001; Gylfason and Zoega, 2002). Possibility of holding the second views in the Azerbaijan economy is reinforced by the fact that the oil related activity and thereby revenues are belonged to the government and the government spends these revenues mainly in the non-oil sector of the economy where they can cause the crowding-out of the private investments.          
Note that the Real Sector in the model also contains identities for the Oil GDP, labor productivity, unit labor cost and GDP gap (a proxy for the excess demand in the real sector). Additionally, this sector has a production function for the Non-oil GDP and a stochastic equation for the potential GDP
 (See Equations 2-3 and 7-10 in Appendix 1).
3.2. Fiscal Sector

Usually, government expenditures are treated as exogenous in the IS-LM framework. However, as mentioned above, we decided to determine government revenues and expenditures endogenously. This is a specific feature of the natural resource rich countries that oil export revenues are significant part of government revenues and then expenditures. Moreover, as Sturm et al. (2009) state, most of the oil exporting countries experiences fiscal expansion. Note that fiscal expansion is a key mechanism in many oil exporting countries for “injecting” oil revenues into an economy (Sturm et al., 2009; Wakeman-Linn et al., 2002). So, one can think about importance of taking into account of the mentioned stylized fact in our modeling. It is noteworthy that by doing so, Benediktov et al. (2009), Merlevede et al. (2009) and Dufrenot et al. (2010) determine government revenues and expenditures as functions of oil price in their macroeconometric models for the Russian and Kazakhstan economies respectively. Thus, we model government revenues and expenditures in detail. We treat government revenues as an identity, which is the sum of transfers from the State Oil Fund to government budget, tax revenues and other government revenues (See Equation 12 in Appendix 1). The State Oil Fund transfers mainly depend on two factors: the oil price and policy decisions
 (See Equation 13 in Appendix 1). In reality, revenues of the State Oil Fund and its transfers into the government budget increases when the oil price rises. Therefore, equation 13 enables us to investigate the impact of the oil price on the economy through the fiscal channel. Tax revenues, another main part of the government revenues, is a function of created value added in the whole economy as discussed in Heim (2008, 2009) inter alia (See Equation 14 in Appendix 1). 
3.3. External Sector

We defined the net export as a difference between the exports and imports based on the SNA (See Equations 22 in Appendix 1).
According to IS-LM framework and as well as in the international trade theories, one can model an import as a function of domestic income and real exchange rate (Leamer and Stern, 1970; Goldstein and Khan, 1995; Rose and Yellen, 1989; Rose, 1990). In addition to this theoretical framework, in order to find out the impacts of the oil and non-oil sector on the formation of the import demand, we divide overall domestic income into the non-oil and oil related incomes proxied by the Non-oil and Oil GDPs in the imports equation (See Equation 26 in Appendix 1). 
The real effective exchange rates of the overall and non-oil trade turnovers, a measures of competitiveness, are traditionally defined as a ratio of the foreign prices expressed in the domestic currency to the domestic prices (See Equations 18 and 19 in Appendix 1). Note that an increase in the nominal effective exchange rates means an appreciation of domestic currency, manat. 
As a specific feature of the oil exporting countries, inflow of resource revenues into country causes appreciation of domestic currency, which undermines competitiveness of non-resource tradable goods. In order to prevent appreciation of domestic currency, most of the resource rich countries implements fixed pegged (to USD or Euro) or tightly managed floating exchange rate regimes (Sturm et al., 2009; Wakeman-Linn et al., 2002). Moreover, experience of many developing resource rich countries shows that boom in the resource sector can cause deterioration of non-resource sector (export), which is known as Dutch Disease (Corden, 1984; Corden and Nearly, 1982). In order to prevent such kind of undesirable consequences, it is important to develop non-resource sector, especially to promote its export (Sorsa, 1999). That is why development of the non-oil exports is one of the priorities of socio-economic policy in the most of the oil exporting countries, as well as in Azerbaijan.
Because of the above-mentioned stylized facts, overall export is divided into the oil and non-oil exports. Moreover, the oil exports in nominal term depend on the oil price and the oil extraction, while the non-oil exports in real term are modeled as a function of the real foreign income and the non-oil trade-based real effective exchange rate (See Equations 23-25 in Appendix 1). Note that oil export can be also treated as exogenous. However, by inspiring Benediktov et al. (2009) we model it and it allows us to conduct different simulations based on various policy scenarios of changes in the oil prices and the oil extraction.    
Thus, equations 24 and 25 allows us to simulate the impacts of various scenarios of the oil price, foreign income and prices as external shocks, and the oil extraction and the nominal exchange rate as internal policy tools on the economy through the oil and non-oil exports.    
3.4. Monetary Sector

Note that LM side of IS-LM model reflects equilibrium condition between money supply and demand for money. Therefore real money supply equals to real money demand, which is defined as a function of the domestic income and real interest rate (See Equations 15 in Appendix 1). 
Moreover, the monetary sector in the model is also represented by the identities for interest and exchange rates (See Equations 16-19 in Appendix 1).
It is also noteworthy that the monetary sector has the most exogenous variables. 

3.5. Domestic Prices and Wages Sector

We paid special attention to analysis of the inflation in our study at least because of two reasons. First, inflation is sign of macroeconomic stability, important factor in making investment decisions and cost of living. The second one is that Consumer Price Index is used as a deflator in our analyses and therefore it should be analyzed as comprehensively/accurately as possible. As mentioned above, high oil prices in the world markets lead to huge inflow of oil revenues into country and therefore an excess foreign currency supply in the foreign exchange market and also an excess demand in the real sector. In this circumstance, domestic currency (manat) starts to appreciate. In order to prevent this appreciation, the Central Bank intervenes to foreign exchange market by purchasing foreign currency which in its turn results increase in money supply and therefore high inflation. Other side increasing oil revenues induce expansion in import, which in its turn leads to an acceleration in the import of foreign inflation. Moreover, increased wages and administratively adjusted prices also significantly cause an increase in the overall domestic price level. In order to capture all of these effects, by following Juselius (1992) domestic price is modeled as a combination of money market approach (Jonsson, 1999), foreign market approach, i.e. Purchasing Power Parity Concept (Cassel, 1918, 1921, 1922) and Markup approach (de Brower and Erisccon, 1995). Gap between actual and potential GDP, as a measure of excess demand in the real sector, is also included into price equation (See Equation 20 in Appendix 1).
The second stochastic equation in this sector is for the wage. Traditionally, wages is modeled as a function of labor productivity and price level. Note that such kind of wage function is used by Dufrenot et al. (2010) in case of Kazakhstan and Benediktov et al. (2009) in case of Russia. As an additional determinant, we also include minimum wage variable into the specification. The reason is that minimum wage level which is administratively raised by the government has a significant impact on the overall wage increase in the economy (See Equation 21 in Appendix 1).   

4. Database 
The study uses the quarterly data over the period 1999Q1-2010Q4. However, because of the used lagged values, the estimations mainly cover the period 2000Q1-2010Q4
. 
Since GDP deflator demonstrates some inconsistency, Consumer Price Index (CPI) is used in order to calculate the real values of some variables. Definitions, units and sources of the variables and their classification by exogenous and endogenous over the sectors are given in Table 1 of Appendix 1
.

5. Econometric Methodology 

In general, econometric issues of the macroeconomic modeling widely discussed in the books by Bardsen et al. (2005) and Favero (1999). In particular, estimating and testing issues of the single equations of the macroeconometric models comprehensively discussed in Fair (1994) Chapter 4.
The strategy is the General to Specific Modeling Approach. Since this is well known and widely used modeling strategy, we are not going to discuss it here. Note that detailed explanation and discussion of the approach are given in Davidson et al. (1978), Hendry et al.(1984), Ericsson et al.(1990), de Brouwer and Ericsson (1995),  Campos et al. (2005). 

Before conducting any econometric estimation stochastic characteristics of the variables in interest should be tested. Note that most of economic time series are non-stationary in the level and stationary in the first difference, in other words they are I (1). Thus, the first step in estimation procedures is to integration orders of variables in interest. For this purposes Unit Root Test is conducted. There are various methods to conduct a Unit Root Test, and the most widely used among them are Augmented Dickey-Fuller (ADF) (Dickey and Fuller, 1981) and some cases Philips-Perron (PP) (Philips and Perron, 1988) tests. 
For any x variable to be tested for Unit Root, the ADF Test equation can be written as follows:
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The only difference of PP test from the ADF is that it uses non-parametric statistical methods, rather than first order lag difference of the variable (
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.  

Cointegration and Equilibrium Correction methods are used in the empirical estimations. 

Johansen Cointegration method is used to estimate the long-run relationship between variables. Johansen (1988) and Johansen and Juselius (1990) full information maximum likelihood of a Vector Error Correction Model is as following:
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Where, 
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 is a (n x 1) vector of the n variables in interest, 
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is a (n x 1) vector of constants, 
[image: image12.wmf]G

represents a (n x (k-1)) matrix of short-run coefficients, 
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e

denotes a (n x 1) vector of white noise residuals, and 
[image: image14.wmf]P

 is a (n x n) coefficient matrix. If the matrix 
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 has reduced rank (0 < r < n), it can be split into a (n x r) matrix of adjustment coefficients
[image: image16.wmf]a

, and a (n x r) matrix of co-integrating vectors
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. The former indicates the importance of the co-integration relationships in the individual equations of the system and of the speed of adjustment to disequilibrium, while the latter represents the long-term equilibrium relationship, so that
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. k is number of lags; t denotes time and 
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 is a difference operator. 

Testing for co-integration, using the Johansen’s reduced rank regression approach, centers on estimating the matrix 
[image: image20.wmf]P

 in an unrestricted form, and then testing whether the restriction implied by the reduced rank of 
[image: image21.wmf]P

 can be rejected. In particular, the number of the independent co-integrating vectors depends on the rank of 
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which in turn is determined by the number of its characteristic roots that different from zero. The test for nonzero characteristic roots is conducted using Max and Trace tests statistics.

First, a simple unrestricted Vector Autoregression, VAR, is estimated and evaluated for statistical fit and stability. Second, the lag structure of the VAR is determined while the evaluation for statistical fit and stability is repeated. Next, we test for equilibrium or cointegrating relation(s) among the variables. Based on the existence of cointegration, we identify the equilibrium relation by testing hypotheses and interpret the models. Finally, we estimate first general equilibrium correction model and then try to select more parsimonious specification based on battery of diagnostics tests. In this exercise, we particularly utilize Automatic Model Selection (AMS hereafter) strategy
. AMS is recent developments in econometric modeling and as Ericsson (2005) states, it can provide a more parsimonious, empirically constant, data-coherent, encompassing model. Detailed discussion of AMS is well documented in Doornik and Hendry (2009), Hendry, Johansen, and Santos (2008), Hendry and Krolzig (2003), Hendry and Krolzig (2005), Doornik (2008) and Doornik (2009). 
It is also important to note that in order to avoid simultaneity (endogeneity) problem, we employ Two Stage Least Squares –TSLS-(Gujarati and Porter, 2009, p. 718-721, Stock and Watson, 2004, p.419-467) in the short run estimations. Note that it is a usual approach in estimating equations of macroeconometric models (Fair, 2004).
6. Results of the Empirical Estimation 
This section discusses results of the empirical estimations. By following the Econometric Methodology section, first we conduct Unit Root test, then analyze possible cointegrating relationship between the relevant variables and finally we estimate equilibrium correction models. 
Note that main part of the empirical analysis is conducted in Oxmetrics 6.2 (Doornik and Hendry, 2009)
 and EViews 7.2 program packages. Since most of the our equilibrium correction model specifications are selected by Automatic Model Selection module in Oxmetrics either at the 2.5% significance level with Impulse Indicator Saturations or 5% significance level with Large Residuals, they are more parsimony, empirically constant, data-coherent, and stabile as mentioned above.  
Unit root tests of more than 40 variables on their level, first and second differences yield many outputs. In order to save spece, we do not report these results here, but they can be obtained from the authors under request. According to the Unit root test results, it can be considered that all variables are non-stationary in the log level (in the level for interest rates and unemployment rate) and stationary in their first difference.
In general, we found reasonable long-run relationships between the variables predicted by the economic theory and stylized facts of the Azerbaijani economy. Results of the long-run analyses are given in Appendix 2.
We are going to discuss equilibrium correction models (which incorporate the long-run relationship, short-run dynamics between the variables and speed of adjustment) by sectors here. Note that small letter indicates log level of a variable, d(x) is the first difference of x. Detailed information about the estimation results of the equilibrium correction models and their diagnostic tests are given in Appendix 3. 
6.1. The Real Sector

This sector has 5 estimated equations. These are equilibrium correction models for Non-oil GDP, Household disposable income, Household final consumption expentidures, Private investment and a simple equation for the potential GDP.
6.1.1. Non-oil GDP
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   (6.1.1)
The non-oil GDP is analyzed within the Production Function framework. As shown in the equation, there is cointegrating relationship between real non-oil GDP (rgdpn) and real capital stock (rcsn), non-oil employment (empn) and technological and instructional progress proxied by linear time trend (T). Unity hypothesis of the sum of the coefficients of non-oil employment and capital stock is checked and not rejected
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. So, contribution of the labor force to the value added is higher rather than that of capital in the non-oil sector. Moreover, non-oil GDP grows by 3% in each quarter over the period 2000Q1-2010Q4. In the short-run growth rate of the real non-oil GDP mainly depends on its own lag, deviation from the long-run equilibrium level and also set of dummy variables capturing seasonal and unusual effects in the time path of real non-oil growth rate. Note that 87% of whole disequilibrium is corrected toward equilibrium level within a quarter which is quite high speed of adjustment.  
6.1.2. Household Final Consumption Expenditures
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    (6.1.2)
By following the standart theory, we investigate long-run dependency of the real household final consumption expenditures (rhfce) from the real household disposable income and deposit rate. We found that rhfce only cointergates with rhdi. Moreover we reveal that the long-run unity hypothesis between these two holds in the Azerbaijani economy, 
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. 1% increase in the real household disposable income leads to the same magnitudes increase in the rhfce. Based on this relationship we calculate marginal propensity to consumption (MPC) and multiplier (
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) respectively:
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According to the calculations, on average, 0.75 mant of every an additional manat goes to consumption and the rest of 0.25 mant saved by the household. Raougly saying, 1 manat increase in consuption expenditures causes 3 manat increase in GDP.

Differently from the long-run, in the short-run there is statistically significant and meanngful relationship between the real household final consumption expenditures and real interest rate on the short-term manat deposits (RDRAS). Presicely saying, 1 percentage point increase in the change of real interest rate on the short-term manat deposits leads to 0.4% decrease in the growth rate of rhfce. It is quite reasonable that appreciation of manat especially in the reset years induces the households to save more instead of spending. 
Beside real interest rate on the short-term manat deposits, contemporaneous and lagged values of the growth rate of real household disposable income and pulse and temporary dummies capturing economic effects in the end of 200, 2006 and 2007 have significant impact on the growth rate of real household final consumption expenditures. Moreover, 49% of the deviation from the long-run equilibrium level adjusts during a quarter.
6.1.3. Household Disposable Income
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    (6.1.3)
There is cointegrating relationship between the real household disposable income (rhdi) and real budget expenditures (rbe). This is line with our discussion in subsection 3.1. In the long-run 1% increase in the real budget expenditures causes 0.534% rise in the real household disposable income. Approximately half percent of increase in the household income comes from budget expenditures. It shows the important role of the government spending in the formation of the population income. The budget spending also has statistically significant positive effect on the household income in the short-run. The speed of adjustment coefficient shows that about 13% percent of disequilibrium corrected to long-run level within a quarter.
6.1.4. Private Investment  
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 (6.1.4)


As discussed in subsection 5.1, by incorporating stylized facts of the Azerbaijani economy into the standard framework of IS-LM model, we investigated possible long-run relationship between the real gross fixed capital formation (rgfcf_pri) and its determinants such as the cost of capital proxied by the real interest rate on the long-term manat credits (RCRAL), real oil price in manat terms (roilp), and real non-oil GDP (rgdpn). After conducting the tests for model reduction, progress to date, and stability, we concluded that the real non-oil GDP has not statistically influence on the private investment in the long-run. However, oil price and real interest rate are the main determinants of the private investment. Note that as discussed in subsection 5.1, oil price has a negative impact on the private investment in the long-run: 1% rise in the real oil price in manat term leads to a decrease in the real private investment by 2.48%. This finding supports the idea that oil price and oil related activity are crowding out non-oil investment in the long-run. As predicted by the economic theory, interest rate has a negative effect on the investments in the long-run: 1 percentage point increase in the real interest rate on the long-term manat credits causes 27.923% decrease in the real private investment.
Differently from the long-run, real non-oil GDP has statistically significant positive effect on the private investment in the short-run. Real growth rate of the private investment is also negatively influenced by the changes in the oil price and credit rate. As shown in equation (6.4), temporary dummy capturing the negative effect of the resent financial crisis also has a negative impact on the change in the private investment. The coefficient of the speed of adjustment indicates that after a shock, restoring of real private investment to its long-run level take about 3 years which is quite long time.  
6.1.5. Potential GDP
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 (6.1.5)


There are different univariate and multivariate output gap measures (Bersch and Sinclair, 2011). For example, one can use Hodrick and Prescott Filter (Hodrick and Prescott, 1997) and another may use Kalman filter (Kalman, 1960) or Christiano Fitzgerald Frequency Filter (Christiano and Fitzgerald, 2003). One of the alternative approaches is to estimate potential GDP by regressing actual GDP on constant and linear trend and then calculate gap. By following this approach, first we decomposed real actual GDP into its trend and cycle components, and then we regressed log of trend component (gdp_r_tc) simply on the time trend (T) and constant. So, residual of this regression, difference between actual and estimated trend component, is GDP gap. 

As shown in the graph of the residuals of equation (6.5) in the Table A3.14 in Appendix, the GDP gap quite relevantly captures booming and recession periods of the Azerbaijan economy. The GDP gap is used in the inflation equation as a proxy for excess demand in the real sector.  
6.2. The Fiscal Sector

6.2.1. Budget expenditures

Budget revenues (rbe) is a main determinant of the budget expenditures (rbe).
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 (6.2.1)


1% percent change in the budget revenues leads to almost the same magnitude change in the budget expenditures both in the long- and short-run. Moreover, growth rate of the real budget expenditures demonstrates seasonal pattern. Deviation from the long-run level fully corrected to this level even a quarter. This is quite reasonable, because any shock in the budget expenditures should not be continue too long time due to policy intervention.  
6.2.2. Tax revenues

As mentioned subsection 5.2, budget revenues are treated as a sum of tax revenues and the State Oil Fund transfers to government budget. The real tax revenues (rtax) are modeled as a function of the real GDP (rgdp). First we tried to take the effects of non-oil and oil GDPs into account separately, but it did not yield significance results especially in the cointegration analysis. Therefore, we used overall real GDP as a base of the tax collection. Additionally, due to data availability problem, we could not analysis non-oil and oil related tax revenues separately. Moreover, because of the same problem, we also could not take tax rates into account in our analysis. 

Thus, to this end what we get from the empirical tax revenues modeling is reflected in equation (6.2.2).     
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 (6.2.2)


In the long-run 1% increase in the value added leads to almost the same size increase in the tax collection. However the short-run effect of the value added is a little bit small. The dummy variable, D08Q4, captures booming effect in the economy, when in the tax revenues has reached it’s the maximum level over the period 1998Q4-2010Q4.  

6.2.3. The State Oil Fund Transfers

Each year on average 50% of the State Oil Fund revenues are transferred into the government budget over the period of 2000-2010 and it constitutes approximately half of whole budget revenues. Therefore the Fund transfers play a significant role in the formation of the budget revenues. 
Obviously, the main source of the Fund revenues come from oil export and therefore heavily depends on the oil price. One can think that the transfers from the Fund to budget are realized based on government decision. But at the same time it is also fact that when the oil price raise then revenues and then the transfers of the Fund increases as well. Therefore it is quite reasonable to assume that the oil price (oilp) has significant effect on the formation of the transfers (sofaz). 


[image: image35.wmf](

)

(

)

(

)

(

)

(

)

(

)

t

t

t

t

t

t

Q

Q

DTP

d

oilp

d

tax

d

sofaz

d

oilp

sofaz

sofaz

d

2

1

09

*

602

.

0

*

847

.

0

*

777

.

0

*

285

.

0

179

.

0

268

.

15

*

03

.

5

*

148

.

0

1

1

1

1

+

+

-

-

+

+

-

-

=

-

-

-

-


 (6.2.3)


According to equation (6.2.3), in the long-run 1% raise in the oil price results 5.03% increase in the transfers which is quite high. Short run dynamics of the transfers mainly influenced by the deviation from the long-run equilibrium: 15% of the disequilibrium is corrected within a quarter.  
6.3. The Monetary Sector

6.3.1. Demand for Real Money Balance

By following money demand concept, we investigate possible impacts of the transaction and opportunity costs of the holding money in the long-run. We used the real GDP (rgdp), interest rate on the long-term manat deposits (DRAL), manat USD bilateral exchange rate (azn_usd) and inflation rate (d(CPI)) in the cointegration analysis
. Moreover by following Hendry and Juselius (2000) and Juselius (2006, Chapter 6), we also include a shift dummy (namely DSH06Q2 which takes unity over the 2006Q2-2010Q4 and zero otherwise) into the analysis in order to capture a level shift in the time profile of the M1 monetary aggregate (rm1)
. Based on the model reduction, progress to date, stability and cointegration tests it is concluded that there is statistically significant and stable cointegrating relationship between demand for real money balances, real GDP, interest rate of the long-term manat deposits (DRAL) and a shift dummy. The long-run income unity hypothesis checked and not rejected,
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. So, there is one to one relationship between demand for real money balance and real income in the long-run. Additionally, as expected, interest rate on the long-term manat deposits, one of the measure of opportunity cost, has a negative effect on real money balance:
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   (6.3.1)
Note that together with income variable we again include all of opportunity cost measures mentioned above into the short-run analysis. However, as shown in equation (6.31), result of automatic model selection with the target size of 2.5% significance level indicates that only change in the real GDP has statistically significant impact among them. Additionally, change in the real money balance positively affected by change in the shift dummy which is in line with Juselius (2006 Chapter 6). Note that complete adjustment from the short-run disequilibrium to the long-run equilibrium level takes slightly more than a year. 
6.4. Domestic Prices and Wages Sector

6.4.1. Inflation

As mentioned in subsection 3.5, a combination of different conceptual framework is used in the analyzing domestic price. In this regard our analysis incorporates disequilibrium between money demand and money supply, markup variables such as administrative prices (admpi), unit labor cost (ulc), import prices (it also can be considered the main factor of Purchasing Power Parity Concept) (mpiazn), and also excess demand in the real sector which is proxied by the gap between actual and potential real GDP (GDP_GAP). 

   
[image: image38.wmf](

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

(

)

t

t

t

t

t

t

t

t

t

t

t

t

t

t

DCS

DCS

DCS

Q

D

Q

D

Q

D

m

d

mpiazn

d

mpiazn

d

n

ulc

d

n

ulc

d

n

ulc

d

admpi

d

cpi

d

GAP

GDP

sa

ulcn

mpiazn

admpi

cpi

Q

DSH

DRAL

rgdp

rm

cpi

d

3

*

018

.

0

2

*

050

.

0

1

*

057

.

0

4

10

*

021

.

0

2

07

*

056

.

0

4

04

*

045

.

0

1

*

040

.

0

*

144

.

0

*

090

.

0

_

*

030

.

0

_

*

021

.

0

_

*

049

.

0

*

124

.

0

*

299

.

0

013

.

0

_

*

054

.

0

00

_

_

*

236

.

0

*

295

.

0

*

469

.

0

*

106

.

0

282

.

2

2

06

*

925

.

0

*

047

.

0

1

*

016

.

0

2

1

3

2

1

1

1

-

-

-

+

-

+

+

+

+

-

-

+

+

+

-

+

-

-

-

-

+

-

+

-

=

-

-

-

-

-

-

-


   
(6.4.1)
1% increase in disequilibrium in the money market leads to a rise in the Consumer Price Index by 2.5% in the long-run. Regarding with the markup variables, first price unity hypothesis tested and not rejected
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. So, 1% increase in each of admpi, mpiazn and ulcn_sa_00 leads to 0.469%, 0.295% and 0.236% increase in cpi in the long-run respectively. Approximately half of the overall impact comes from admpi which indicates importance of this factor in the price increasing in Azerbaijan. Note that finding that administrative prices have a statistically significant and large impact on inflation is consistent with other studies’ findings conducting in other countries which is similar to Azerbaijan (Lissovolik, 2003, Lejeyda, 2005 inter alia).  

According to (6.4.1), short-run dynamics of the prices are mainly affected by its own inertia, dynamics of markup and monetary variables and also excess demand in the real sector. 10.1% of whole deviation from the mark-up equilibrium is restored within a quarter. Additionally, dummy variables capturing some administrative price adjustment and seasonal affects have also statistically significant impact on inflation.
6.4.2. Wage
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   (6.4.2)
According to equation (6.4.2), real wage is mainly determined by the labor productivity (lpn) and minimum wage (wm) level in the long-run. Homogeneity hypothesis between wage and productivity tested and accepted
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, therefore there is one-to one relationship between these two in the long-run. Moreover, 1% increased minimum wage causes 0.1% raise in the overall wage level. As discussed in subsection 3.5, minimum wage level is, in some sense, specific determinant of overall wage in the transition and newly emerging economies. The point is that government administratively increases minimum wage level and it has immediate influence wage setting in all of the sectors of economy. 

Dynamics of the real wage is positively affected by the contemporaneous value of change in the minimum wage and lagged values of labor productivity growth rate, while negatively correlated with contemporaneous value of the inflation in the short-run. Speed of adjustment towards the long-run equilibrium level is quite slow: full restore takes more than 3 years. 
Note that we also tried to analysis the possible impact of the unemployment (or unemployment rate) on the wage behavior, but it became insignificant in both the long- and short-run estimations. The main reason would be accuracy problem of the data
.
6.5. External Sector

6.5.1. Non-oil Export

We investigated the effects of the non-oil trade based real effective exchange rate (reern) and Russian real GDP (rgdp_rf) on Azerbaijani non-oil export in the long- and short-run. Moreover, in order to capture shift in the level and spike in the growth rate of the non-oil export, by following Hendry and Juselius (2000) and Juselius (2006, Chapter 6), we include dummy variables into the estimations.   
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     (6.5.1)
Equation (6.5.1) shows that in the long-run, 1% increase in the Russian GDP and non-oil trade turnover based real effective exchange rate result approximately 1% increase and 1% decrease in non-oil exports respectively. It is noteworthy that restriction on the long run coefficients of rgdp_rf, reern to be 1, -1 respectively is strongly accepted with the statistics of
[image: image43.wmf][

]

[

]

9997

.

0

0006

.

0

prob

χ

2

=

. It can be interpreted that in the long-run, positive effect from the Russian income and negative influence of real exchange rate on non-oil exports cancel out each other during the 2000Q1-2010Q4. In the short-run growth rate of the non-oil export is not affected significantly by real exchange rate. Shift and pulse dummies also centered seasonal dummy for the second quarter have statistically significant and expected impacts on the growth rate of non-oil exports. The equation also indicates that any shock in the non-oil export will be adjusted quickly: 75% of whole deviation from the long-run level is corrected within a quarter.
6.5.2. Oil Export

Following the discussion in subsection 3.3, the oil export (xo) is modeled as a function of the oil price (oilp) and oil extraction (oilexct) all in the nominal terms
. 
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 (6.5.2)
According to equation (6.5.2) and as expected, both of these determinants have statistically significant and economically interpretable positive impacts on the oil export in the long- and also short run. In terms of magnitude, the oil extraction has higher effect on the oil export rather than oil price in the long-run and this alters in the short-run. Indeed, in the long-run the oil export heavily depends on oil extraction which in its turn related to capacity of the resource and technology for extraction it. However, changes (volatility) in the oil price have much more effect on oil export revenues. Moreover, 69% of overall disequilibrium in the equilibrium relationship of oil export is corrected within a quarter. Therefore, any shock will be adjusted completely during the more than half of a year.
Equation (6.5.2) is also useful in terms of conducting different simulation based on various policy scenarios of oil price and oil extraction. 

6.5.3. Import

In general, the import demand is analyzed by following standard import function of international trade theory. At the same time, overall real GDP is divided into non-oil GDP (rgdpn) and oil GDP (rgdpo), in order to investigate separate impacts of oil and non-oil related incomes on the real import demand (rm). 
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     (6.5.3)
As shown in equation (6.5.3), the non-oil and oil GDPs has statistically significant positive effects on the import. Import demands of the non-oil sector mainly are commodities, foodstuff while import demand of the oil sector is mainly related to equipment and technologies used in the oil extraction and refinery. Most of the oil-sector imports are oil industry- related capital goods, supplies and materials. Main part of these goods was imported after signing oil contracts between government and oil companies. In the short-run, only non-oil GDP has statistically significant positive impact on the import. Neither oil GDP, nor overall trade based real effective exchange rate (reer) have statistically significant effect on the import. 

Negative long-run impact of the overall trade based real effective exchange rate on the import (also its consumption and investment components) may have two possible explanations: (a) re-export and (b) income and substitution effects of exchange rate on normal and inferior goods. Note that the negative effect of real exchange rate on import is also found by other studies investigating the economies where at least one of the above mentioned explanations holds (Heim, 2008, 2009 inter alia). This phenomenon can be explained as the following: when the real exchange rate appreciates, then exports of the countries decreases. Since the certain part of the import is related to re-export process in these countries, when export falls, they also reduce their import. As a result, appreciation of the real exchange rate impacts import negatively.
Note that, lagged value of the import and also seasonal and pulse dummies have statistically significant effects on the real growth rate of the import and approximately 80% of the disequilibrium in the import relationship is adjusted toward long-run value within a quarter.    
7. Model-based Simulations
In this section we conduct in-sample and out of sample simulation based on the model. 
Note that conducting in- and out of sample forecasts, evaluations of predictive ability of ex-ante and ex-post forecasts, methods for evaluating predictive ability of the macroeconometric models comprehensively explained Fair (1984) Chapter 8, Klein et al. (1999) Chapters 6 and 9 while static and dynamic properties of the macroeconometric models and using deterministic and stochastic simulations discussed in Fair (1984) Chapter 9, Fair (1994) Chapter 10, Klein et al. (1999) Chapter 5, Fair (2004) Chapter 9. Fair (1984) Chapter 10, Fair (2004) Chapter 11, Klein et al. (1999) Chapter 8, Bardsen and Nymoen (2008) are relevant sources of macroeconometric models in point of view of policy tool.
7.1. In-Sample Simulations
As mentioned in the above given studies in the Literature Review section, one of the model evaluation methods is to check ability of the model in approximating historical data. Since the estimations for the State Oil Fund transfers to government budget starts from 2003Q4, we are unable to conduct in-sample simulations over the whole period of 2000Q1-2010Q4. Therefore, our in-sample simulations start from 2005Q1. We employed dynamic simulation method where instead of using the actual lagged values the model takes forecasted lagged values. Differently from static simulation method, in the dynamic simulation, it is hard for the model to approximate comprehensively historical path of the endogenous variables and therefore it discovers in-sample predicting ability of the model. 
Results of the in-sample dynamic simulations are plotted in Appendix 4 by sectors and components. Based on the visual inspections of these graphs, it can be concluded that in general, the model quite successfully approximate historical time path of the endogenous variables. The model does good job in predicting historical values of endogenous variables of the real, monetary, domestic price and wage sectors. However, the model is not so successful in predicting fiscal indicators and exports. The main explanation for this would be that the fiscal indicators and exports (through oil export) are mainly depend on the oil prices which is extremely volatile and therefore it is quite difficult for the model to properly approximate them. Nonetheless, again, generally the model is successful in-sample prediction.
8. Conclusion
Main features of the model: 
· it is an expandable (modifiable) macroeconometric model, which describes main properties of the real, fiscal, monetary, and external sectors and relationships between them by taking the country’s stylized facts into account (see: Scheme 1 and The Estimated Equations of MEMAZ )

· it can help to make effective policy decisions in terms of sustainable economic development during and especially after the oil boom by conducting various simulations based on different policy scenarios reflecting impacts of various policy implications and external shocks particularly changes in oil price, world income on the economy;

· it can serve as a common tool for analyzing and forecasting in the above mentioned sectors and by this way can contribute to enhance the coordination between economic policymakers of the different government agencies;

· it is a contribution to the experience of macroeconometric model building in the natural resource rich small open emerging economies.
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Appendix 1: The structure of MEMAZ and the data 
The Equations and Identities of MEMAZ
Real Sector

[image: image46.wmf]NX

GE

PRI

GFCF

HFCE

GDP

+

+

+

=

_

 








(1)


[image: image47.wmf]÷

ø

ö

ç

è

æ

=

T

EMPN

CPI

CSN

f

CPI

GDPN

,

,











(2)


[image: image48.wmf]OEXCT

t

cons

GDPO

*

tan

=












(3)

[image: image49.wmf]÷

ø

ö

ç

è

æ

=

RDRAS

CPI

HDI

f

CPI

HFCE

,












(4)


[image: image50.wmf](

)

BE

f

CPI

HDI

=













(5)


[image: image51.wmf]÷

ø

ö

ç

è

æ

=

CPI

ER

OP

RCRAL

CPI

GDPN

f

CPI

PRI

GFCF

*

,

,

_


 




(6)


[image: image52.wmf]EMPN

CPI

GDPN

LPN

=














(7)


[image: image53.wmf]Trend

b

t

cons

POT

TC

RGDP

*

tan

_

_

+

=









(8)


[image: image54.wmf]POT

TC

RGDP

ACT

TC

RGDP

GAP

GDP

_

_

_

_

_

-

=







(9)


[image: image55.wmf]CPI

GDPN

EMPN

W

ULCN

*

=













(10)

Fiscal Sector


[image: image56.wmf]÷

ø

ö

ç

è

æ

=

CPI

BR

f

CPI

BE













(11)


[image: image57.wmf]OTHR

TR

OFT

BR

+

+

=












(12)


[image: image58.wmf](

)

OP

f

OFT

=













(13)


[image: image59.wmf]÷

ø

ö

ç

è

æ

=

CPI

GDP

f

CPI

TR












(14)

Monetary Sector


[image: image60.wmf]÷

ø

ö

ç

è

æ

=

IRLD

CPI

GDP

f

CPI

M

,

1












(15)


[image: image61.wmf]100

*

1

1

-

-

-

-

=

t

t

t

t

t

CPI

CPI

CPI

CRAL

RCRAL











(16)


[image: image62.wmf]100

*

1

1

-

-

-

-

=

t

t

t

t

t

CPI

CPI

CPI

DRAS

RDRAS










(17)


[image: image63.wmf]CPIF

NEER

CPI

REER

*

=













(18)


[image: image64.wmf]CPIFN

NEERN

CPI

REERN

*

=












(19)

Domestic Prices and Wages


[image: image65.wmf](

)

GDPGAP

ULCN

ADMP

MP

M

GDP

DRAL

f

CPI

,

,

,

,

1

,

,

=







(20)


[image: image66.wmf](

)

WM

LPN

f

CPI

W

,

=












(21)

External Sector


[image: image67.wmf]USD

AZN

M

USD

AZN

X

NX

_

*

_

*

-

=










(22)


[image: image68.wmf]0

X

XN

X

+

=














(23)


[image: image69.wmf]÷

ø

ö

ç

è

æ

=

RERN

CPIF

GDPF

f

CPI

USD

AZN

XN

,

_

*









(24)

[image: image70.wmf]÷

÷

ø

ö

ç

ç

è

æ

=

USD

AZN

OEXT

OP

f

XO

_

,











(25)

[image: image71.wmf](

)

REER

GDPO

GDPN

f

CPI

USD

AZN

M

,

,

_

*

=










(26)
Table 1: The List of the Variables in MEMAZ
	
	Variable, unit, notation, (source or definition)
	
	Variable, unit, notation, (source or definition)

	№
	Endogenous
	№
	Exogenous

	Real Sector

	1. 
	Gross Domestic Product, million manat, GDP, (CBAR) 
	1. 
	Extraction of the oil, million manat, OEXT, (SSCAR)

	2. 
	Gross Domestic Product in the Non-oil Sector, million manat, GDPN, (CBAR and SSCAR)
	2. 
	Employment in the Non-oil Sector, thousands, EMPN, (SSCAR)

	3. 
	Gross Domestic Product in the Oil Sector, million manat, GDPO, (CBAR and SSCAR)
	3. 
	Trend Component of Real GDP, million manat, RGDP_TC_ACT*

	4. 
	Household Final Consumption Expenditures, million manat, HFCE, (SSCAR)
	4. 
	Capital Stock in the Non-oil Sector, million manat, CSN, (SSCAR)**

	5. 
	Household Disposable Income, million manat, HDI, (SSCAR)
	5.
	Technological and institutional progress, time trend, T

	6. 
	Gross Fixed Capital Formation in the Private Sector, million manat, GFCF_PRI, (SSCAR)
	
	

	7. 
	Labor Productivity in the Non-oil Sector, index, LPN, (see definition)
	
	

	8. 
	Real GDP Gap, GDP_GAP, (see definition) 
	
	

	9. 
	Potential level of  Real GDP,  million manat, RGDP_TC_POT, (see definition) 
	
	

	10. 
	Unit Labor Cost in the Non-oil Sector, index, ULCN, (see definition)
	
	

	Fiscal Sector

	11. 
	Government Expenditures, million manat, BE, (SSCAR)
	
	

	12. 
	Government Revenues, million manat, BR, (SSCAR)
	1.
	Other Revenues (OTHR)

	13. 
	The State Oil Fund Transfers, million manat, OFT, (SOFAZ)
	
	

	14. 
	Tax Revenue, million manat, TR, (SSCAR)**
	
	

	Monetary Sector

	15. 
	M1 Monetary Aggregate, million manat, M1, (CBAR )
	1.
	Nominal Interest Rate on the Long-term Deposits, %, DRAL, (CBAR)

	16. 
	Real Interest Rate on the Short-term Deposits, %, RDRAL, (See definition)
	2.
	Nominal Interest Rate on the Short-term Deposits, %, DRAS, (CBAR)

	17. 
	Real Interest Rate on the Long-term Credits, %, RCRAL, (See definition)
	3.
	Nominal Interest Rate on the Long-term Credits, %, CRAL, (CBAR)

	18. 
	Overall Trade Turnover based Real Effective Exchange Rate, %, 2000=100, REER, (See definition)
	4.
	Manat USD Bilateral Exchange Rate, 1 manat =…USD, AZN_USD, (CBAR)

	19. 
	Non-oil Trade Turnover based Real Effective Exchange, %, 2000=100, REERN, (See definition)
	5.
	Overall Trade Turnover based Nominal Effective Exchange Rate, %, 2000=100, NEER, (CBAR)

	
	
	6.
	Non-oil Trade Turnover based Nominal Effective Exchange Rate, %, 2000=100, NEERN, (CBAR)

	Domestic Prices and Wages

	20. 
	Consumer Price Index,  %, 2000=100, CPI, (CBAR)***
	1.
	Administrative Price, %, 2000=100, ADMPI, (SSCAR)

	21. 
	Wage, manat, W, (SSCAR)
	2.
	Minimum Wage, manat, WM, (SSCAR)

	External Sector

	22.
	Net Export, million USD,  NX,  (CBAR)
	1.
	UK Brent Oil price, USD /barrel, OP, (IFS)

	23.
	Import, million USD, M, (CBAR)
	2.
	Seasonally adjusted Russian Real GDP, billion ruble, GDP_RF_R (IFS)

	24.
	Export, million USD, X, (CBAR)
	3.
	Overall Trade Weighted Average Consumer Price Index of the Main Trading Partners, %, 2000=100, CPIF, (CBAR)

	25.
	Export of the Non-oil Sector, million USD, XN, (CBAR)
	4.
	Non-oil Trade Weighted Average Consumer Price Index of the Main Trading Partners, %, 2000=100, CPIFN, (CBAR)

	26.
	Export of the Oil Sector, million USD, XO, (CBAR)
	5.
	Import Price, %, 2000=100, MPI, (IFS)


Notes:
CBAR-Central Bank of Azerbaijan Republic; SSCAR-State Statistical Committee of Azerbaijan Republic; IFS-International Financial Statistics; SOFAZ-State Oil Fund of Azerbaijan Republic.
* Trend Component is derived from decomposition of the Real GDP into trend and cycle components; 

** Because of data unavailability, variables are converted from annual frequency to quarterly;

Scheme 1: Interactions between the Sectors in MEMAZ

 SHAPE  \* MERGEFORMAT 



	Table 2: Interaction between the variables in MEMAZ

	
	
	

	Equation #
	Equation for
	Dependencies
	Endogenous (Equations) that Depend on

	
	
	Exogenous linkage
	Endogenous  (Equation) linkage
	

	Stochastic Equation
	
	
	

	1
	Consumer Price Index
	ADMPI, DRAL, MPIAZN
	7, 14, 18, 19
	1-11, 16, 19, 21-24 

	2
	Budget Expenditures
	
	1, 20
	5, 14

	3
	Non-oil GDP
	CS, EMPN
	1
	4, 8, 16, 19

	4
	Private Investments
	AZN_USD, OILP
	1, 3, 22
	14

	5
	Household Disposable Income
	
	1, 2
	6

	6
	Household Final Consumption Expenditures
	
	1, 5, 21
	14

	7
	M1 Monetary Aggregate
	DRAL
	1, 14
	1

	8
	Import
	AZN_USD
	1, 3, 15, 23
	25

	9
	Tax Revenues
	
	1, 14
	20

	10
	Wage
	WM
	1, 16
	19

	11
	Non-oil Export
	RGDP_RF, AZN_USD
	1, 24
	26

	12
	Oil Export
	OILP, OILEXCT, AZN_USD
	
	26

	13
	State Oil Fund Transfers
	OILP
	
	20

	Identities
	
	
	
	

	14
	GDP
	GDP_DISCRP
	2, 4, 6, 25
	1, 7, 9

	15
	Oil GDP
	OILEXCT, GDPO_DISCRP
	
	8

	16
	Labor Productivity
	EMPN
	1, 3
	10

	17
	Potential GDP
	T
	
	18

	18
	GDP gap
	GDP_R_TC
	17
	1

	19
	Unit Labor Cost
	EMPN
	1, 3, 10
	1

	20
	Budget Revenues
	OTHER_REV
	9, 13
	2

	21
	Real Interest Rate on Short Term Manat Deposits
	DRAS
	1
	6

	22
	Real Interest Rate on Long Term Manat Credits
	CRAL
	1
	4

	23
	Overall Trade-based Real Effective Exchange Rate
	CPIF, NEER
	1
	8

	24
	Non-oil Trade-based Real Effective Exchange Rate
	CPIFN, NEERN
	1
	11

	25
	Net Export
	AZN_USD
	8, 26
	14

	26
	Export
	 
	11, 12
	25


Appendix 2: Estimation Outputs of Vector Error Correction Modeling (VECM) 
	

	Table
	Dependent Variable
	Pneumonic

	A2.1
	Non-oil GDP
	LOG(GDPN/CPI*100)

	A2.2
	Household Disposable Income
	LOG(HDI/CPI*100)

	A2.3
	Oil Export
	LOG(XO*AZN_USD/CPI*100)

	A2.4
	Oil Fund Transfers
	LOG(SOFAZ)

	A2.5
	Consumer Price Index
	LOG(CPI)

	A2.6
	Budget Expenditures
	LOG(BE/CPI*100)

	A2.7
	Private Investments
	LOG(GFCF_PRI/CPI*100)

	A2.8
	Household Final Consumption Expenditures
	LOG(HFCE/CPI*100)

	A2.9
	M1 Monetary Aggregate
	LOG(M1/CPI*100)

	A2.10
	Import
	LOG(M*AZN_USD/CPI*100)

	A2.11
	Tax Revenues
	LOG(TAX/CPI*100)

	A2.12
	Wage
	LOG(W/CPI*100)

	A2.13
	Non-oil Export
	LOG(XN*AZN_USD/CPI*100)

	A2.14
	Oil Export
	LOG(XO)


Table A2.1: VECM Results for Non-oil GDP

	 Vector Error Correction Estimates
	

	 Standard errors in ( ) & t-statistics in [ ]

	
	
	
	

	
	
	
	

	Cointegration Restrictions: 
	

	      B(1,1)=1, B(1,2)+B(1,3)=-1,
	

	Convergence achieved after 3 iterations.

	Restrictions identify all cointegrating vectors

	LR test for binding restrictions (rank = 1): 

	Chi-square(1)
	 0.332041
	
	

	Probability
	 0.564460
	
	

	
	
	
	

	
	
	
	

	Cointegrating Eq: 
	CointEq1
	
	

	
	
	
	

	
	
	
	

	LOG(GDPN(-1)/CPI(-1)*100)
	 1.000000
	
	

	
	
	
	

	LOG(CSN_LML(-1)/CPI(-1)*100)
	-0.378079
	
	

	
	 (0.16537)
	
	

	
	[-2.28631]
	
	

	
	
	
	

	LOG(EMPN(-1)/1000)
	-0.621921
	
	

	
	 (0.16537)
	
	

	
	[-3.76085]
	
	

	
	
	
	

	@TREND(95Q1)
	-0.025583
	
	

	
	 (0.00092)
	
	

	
	[-27.9174]
	
	

	
	
	
	

	C
	-1.537835
	
	

	
	
	
	

	
	
	
	

	Error Correction:
	D(LOG(GDPN/CPI*100))
	D(LOG(CSN_LML/CPI*100))
	D(LOG(EMPN/1000))

	
	
	
	

	
	
	
	

	CointEq1
	-0.958308
	 0.019083
	-0.029940

	
	 (0.19426)
	 (0.05128)
	 (0.02989)

	
	[-4.93313]
	[ 0.37211]
	[-1.00166]


Table A2.2: VECM Results for Household Disposable Income

	 Vector Error Correction Estimates

	 Standard errors in ( ) & t-statistics in [ ]

	
	
	

	
	
	

	Cointegrating Eq: 
	CointEq1
	

	
	
	

	
	
	

	LOG(HDI(-1)/CPI(-1)*100)
	 1.000000
	

	
	
	

	LOG(BE(-1)/CPI(-1)*100)
	-0.534034
	

	
	 (0.02817)
	

	
	[-18.9551]
	

	
	
	

	C
	-3.987889
	

	
	
	

	
	
	

	Error Correction:
	D(LOG(HDI/CPI*100))
	D(LOG(BE/CPI*100))

	
	
	

	
	
	

	CointEq1
	-0.268518
	 0.837792

	
	 (0.12142)
	 (0.27562)

	
	[-2.21142]
	[ 3.03970]


Table A2.3: VECM Results for Oil Export

	 Vector Error Correction Estimates
	

	 Standard errors in ( ) & t-statistics in [ ]

	
	
	
	

	
	
	
	

	Cointegrating Eq: 
	CointEq1
	
	

	
	
	
	

	
	
	
	

	LOG(XO(-1))
	 1.000000
	
	

	
	
	
	

	LOG(OILP(-1))
	-0.725550
	
	

	
	 (0.22555)
	
	

	
	[-3.21683]
	
	

	
	
	
	

	LOG(OILEXCT(-1)/AZN_USD(-1))
	-0.888305
	
	

	
	 (0.09649)
	
	

	
	[-9.20582]
	
	

	
	
	
	

	C
	 2.086086
	
	

	
	
	
	

	
	
	
	

	Error Correction:
	D(LOG(XO))
	D(LOG(OILP))
	D(LOG(OILEXCT/AZN_USD))

	
	
	
	

	
	
	
	

	CointEq1
	-0.508605
	 0.076346
	 0.275766

	
	 (0.16600)
	 (0.07975)
	 (0.13008)

	
	[-3.06392]
	[ 0.95728]
	[ 2.11998]


Table A2.4: VECM Results for Transfers from State Oil Fund to Government Budget

	 Vector Error Correction Estimates

	 Standard errors in ( ) & t-statistics in [ ]

	
	
	

	
	
	

	Cointegrating Eq: 
	CointEq1
	

	
	
	

	
	
	

	LOG(SOFAZ(-1))
	 1.000000
	

	
	
	

	LOG(OILP(-1))
	-5.032645
	

	
	 (1.54499)
	

	
	[-3.25740]
	

	
	
	

	C
	 15.26765
	

	
	
	

	
	
	

	Error Correction:
	D(LOG(SOFAZ))
	D(LOG(OILP))

	
	
	

	
	
	

	CointEq1
	-0.123390
	 0.001640

	
	 (0.05675)
	 (0.01342)

	
	[-2.17439]
	[ 0.12221]


Table A2.5: VECM Results for CPI

	 Vector Error Correction Estimates
	
	

	 Included observations: 40
	
	

	 Standard errors in ( ) & t-statistics in [ ]
	

	
	
	
	
	

	
	
	
	
	

	Cointegration Restrictions: 
	
	

	      B(1,1)=1, B(1,4)=-1-B(1,2)-B(1,3) ,
	

	      A(2,1)=0,A(3,1)=0,A(4,1)=0,
	
	

	Convergence achieved after 5 iterations.
	

	Restrictions identify all cointegrating vectors
	

	LR test for binding restrictions (rank = 1): 
	

	Chi-square(4)
	 5.037563
	
	
	

	Probability
	 0.283465
	
	
	

	
	
	
	
	

	
	
	
	
	

	Cointegrating Eq: 
	CointEq1
	
	
	

	
	
	
	
	

	
	
	
	
	

	LOG(CPI(-1))
	 1.000000
	
	
	

	
	
	
	
	

	LOG(ADMPI(-1))
	-0.468817
	
	
	

	
	 (0.05541)
	
	
	

	
	[-8.46096]
	
	
	

	
	
	
	
	

	LOG(MPIAZN(-1))
	-0.295232
	
	
	

	
	 (0.03054)
	
	
	

	
	[-9.66704]
	
	
	

	
	
	
	
	

	LOG(ULC_N_SA_00(-1))
	-0.235951
	
	
	

	
	 (0.05380)
	
	
	

	
	[-4.38543]
	
	
	

	
	
	
	
	

	C
	 0.046238
	
	
	

	
	
	
	
	

	
	
	
	
	

	Error Correction:
	D(LOG(CPI))
	D(LOG(ADMPI))
	D(LOG(MPIAZN))
	D(LOG(ULC_N_SA_00))

	
	
	
	
	

	
	
	
	
	

	CointEq1
	-0.235804
	 0.000000
	 0.000000
	 0.000000

	
	 (0.03411)
	 (0.00000)
	 (0.00000)
	 (0.00000)

	
	[-6.91297]
	[ NA]
	[ NA]
	[ NA]


Table A2.6: VECM Results for Budget Expenditures

	 Vector Error Correction Estimates

	 Standard errors in ( ) & t-statistics in [ ]

	
	
	

	
	
	

	Cointegrating Eq: 
	CointEq1
	

	
	
	

	
	
	

	LOG(BE(-1)/CPI(-1)*100)
	 1.000000
	

	
	
	

	LOG(BR(-1)/CPI(-1)*100)
	-0.973215
	

	
	 (0.01523)
	

	
	[-63.9082]
	

	
	
	

	C
	-0.155771
	

	
	
	

	
	
	

	Error Correction:
	D(LOG(BE/CPI*100))
	D(LOG(BR/CPI*100))

	
	
	

	
	
	

	CointEq1
	-1.193393
	-0.038840

	
	 (0.26351)
	 (0.22919)

	
	[-4.52891]
	[-0.16947]


Table A2.7: VECM Results for Private Investments

	 Vector Error Correction Estimates
	

	 Standard errors in ( ) & t-statistics in [ ]

	
	
	
	

	
	
	
	

	Cointegrating Eq: 
	CointEq1
	
	

	
	
	
	

	
	
	
	

	LOG(GFCF_PRI(-1)/CPI(-1)*100)
	 1.000000
	
	

	
	
	
	

	RCRAL(-1)
	 0.279230
	
	

	
	 (0.05941)
	
	

	
	[ 4.70029]
	
	

	
	
	
	

	LOG(OILP(-1)*AZN_USD(-1)/CPI(-1)*100)
	 2.481812
	
	

	
	 (0.80912)
	
	

	
	[ 3.06731]
	
	

	
	
	
	

	C
	-18.73282
	
	

	
	
	
	

	
	
	
	

	Error Correction:
	D(LOG(GFCF_PRI/CPI*100))
	D(RCRAL)
	D(LOG(OILP*AZN_USD/CPI*100))

	
	
	
	

	
	
	
	

	CointEq1
	-0.116409
	-0.629815
	 0.001704

	
	 (0.02699)
	 (0.44549)
	 (0.01938)

	
	[-4.31370]
	[-1.41377]
	[ 0.08795]


Table A2.8: VECM Results for Household Final Consumption Expenditures

	 Vector Error Correction Estimates

	 Standard errors in ( ) & t-statistics in [ ]

	
	
	

	
	
	

	Cointegration Restrictions: 

	      B(1,1)=1, B(1,2)=-1

	      A(2,1)=0
	

	Convergence achieved after 2 iterations.

	Restrictions identify all cointegrating vectors

	LR test for binding restrictions (rank = 1): 

	Chi-square(2)
	 1.042422
	

	Probability
	 0.593801
	

	
	
	

	
	
	

	Cointegrating Eq: 
	CointEq1
	

	
	
	

	
	
	

	LOG(HFCE(-1)/CPI(-1)*100)
	 1.000000
	

	
	
	

	LOG(HDI(-1)/CPI(-1)*100)
	-1.000000
	

	
	
	

	C
	 0.273772
	

	
	
	

	
	
	

	Error Correction:
	D(LOG(HFCE/CPI*100))
	D(LOG(HDI/CPI*100))

	
	
	

	
	
	

	CointEq1
	-0.550005
	 0.000000

	
	 (0.13916)
	 (0.00000)

	
	[-3.95235]
	[ NA]


Table A2.9: VECM Results for M1 Monetary Aggregate

	 Vector Error Correction Estimates
	
	

	 Standard errors in ( ) & t-statistics in [ ]
	

	
	
	
	
	

	
	
	
	
	

	Cointegration Restrictions: 
	
	

	      B(1,1)=1, B(1,2)=-1
	
	

	Convergence achieved after 2 iterations.
	

	Restrictions identify all cointegrating vectors
	

	LR test for binding restrictions (rank = 1): 
	

	Chi-square(1)
	 0.003339
	
	
	

	Probability
	 0.953922
	
	
	

	
	
	
	
	

	
	
	
	
	

	Cointegrating Eq: 
	CointEq1
	
	
	

	
	
	
	
	

	
	
	
	
	

	LOG(M1(-1)/CPI(-1)*100)
	 1.000000
	
	
	

	
	
	
	
	

	LOG(GDP(-1)/CPI(-1)*100)
	-1.000000
	
	
	

	
	
	
	
	

	DRAL(-1)
	 0.048932
	
	
	

	
	 (0.02424)
	
	
	

	
	[ 2.01908]
	
	
	

	
	
	
	
	

	DSH06Q2(-1)
	-0.926385
	
	
	

	
	 (0.11567)
	
	
	

	
	[-8.00883]
	
	
	

	
	
	
	
	

	C
	 1.069350
	
	
	

	
	
	
	
	

	
	
	
	
	

	Error Correction:
	D(LOG(M1/CPI*100))
	D(LOG(GDP/CPI*100))
	D(DRAL)
	D(DSH06Q2)

	
	
	
	
	

	
	
	
	
	

	CointEq1
	-0.208515
	 0.066570
	-1.202629
	 5.89E-32

	
	 (0.04074)
	 (0.09389)
	 (0.59420)
	 (1.4E-17)

	
	[-5.11814]
	[ 0.70900]
	[-2.02395]
	[ 4.1e-15]


Table A2.10: VECM Results for Import

	 Vector Error Correction Estimates
	
	

	 Standard errors in ( ) & t-statistics in [ ]
	

	
	
	
	
	

	
	
	
	
	

	Cointegrating Eq: 
	CointEq1
	
	
	

	
	
	
	
	

	
	
	
	
	

	LOG(M(-1)*AZN_USD(-1)/CPI(-1)*100)
	 1.000000
	
	
	

	
	
	
	
	

	LOG(GDPN(-1)/CPI(-1)*100)
	-0.722574
	
	
	

	
	 (0.08373)
	
	
	

	
	[-8.62984]
	
	
	

	
	
	
	
	

	LOG(GDPO(-1)/CPI(-1)*100)
	-0.153390
	
	
	

	
	 (0.03609)
	
	
	

	
	[-4.25019]
	
	
	

	
	
	
	
	

	LOG(REER(-1))
	 1.657194
	
	
	

	
	 (0.11226)
	
	
	

	
	[ 14.7619]
	
	
	

	
	
	
	
	

	C
	-7.770880
	
	
	

	
	
	
	
	

	
	
	
	
	

	Error Correction:
	D(LOG(M*AZN_USD/CPI*100))
	D(LOG(GDPN/CPI*100))
	D(LOG(GDPO/CPI*100))
	D(LOG(REER))

	
	
	
	
	

	
	
	
	
	

	CointEq1
	-0.834132
	 0.252247
	 0.217446
	 0.049226

	
	 (0.13555)
	 (0.18931)
	 (0.27850)
	 (0.05454)

	
	[-6.15353]
	[ 1.33245]
	[ 0.78077]
	[ 0.90262]


Table A2.11: VECM Results for Tax Revenues

	 Vector Error Correction Estimates

	 Standard errors in ( ) & t-statistics in [ ]

	
	
	

	
	
	

	Cointegrating Eq: 
	CointEq1
	

	
	
	

	
	
	

	LOG(TAX(-1)/CPI(-1)*100)
	 1.000000
	

	
	
	

	LOG(GDP(-1)/CPI(-1)*100)
	-1.112885
	

	
	 (0.07327)
	

	
	[-15.1883]
	

	
	
	

	C
	 2.826396
	

	
	
	

	
	
	

	Error Correction:
	D(LOG(TAX/CPI*100))
	D(LOG(GDP/CPI*100))

	
	
	

	
	
	

	CointEq1
	-0.290810
	 0.223077

	
	 (0.12112)
	 (0.12362)

	
	[-2.40106]
	[ 1.80459]


Table A2.12: VECM Results for Wage
	 Vector Error Correction Estimates
	

	 Standard errors in ( ) & t-statistics in [ ]

	
	
	
	

	
	
	
	

	Cointegration Restrictions: 
	

	      B(1,1)=1, 
	
	

	      B(1,2)=-1
	
	

	Convergence achieved after 2 iterations.

	Restrictions identify all cointegrating vectors

	LR test for binding restrictions (rank = 1): 

	Chi-square(1)
	 0.015523
	
	

	Probability
	 0.900847
	
	

	
	
	
	

	
	
	
	

	Cointegrating Eq: 
	CointEq1
	
	

	
	
	
	

	
	
	
	

	LOG(W(-1)/CPI(-1)*100)
	 1.000000
	
	

	
	
	
	

	LOG(LPN(-1))
	-1.000000
	
	

	
	
	
	

	LOG(WM(-1)/CPI(-1)*100)
	-0.097524
	
	

	
	 (0.01293)
	
	

	
	[-7.54341]
	
	

	
	
	
	

	C
	 1.518465
	
	

	
	
	
	

	
	
	
	

	Error Correction:
	D(LOG(W/CPI*100))
	D(LOG(LPN))
	D(LOG(WM/CPI*100))

	
	
	
	

	
	
	
	

	CointEq1
	-0.175490
	 0.738189
	-0.020728

	
	 (0.08044)
	 (0.23926)
	 (0.29711)

	
	[-2.18162]
	[ 3.08528]
	[-0.06976]


Table A2.13: VECM Results for Non-oil Export

	 Vector Error Correction Estimates
	
	

	 Standard errors in ( ) & t-statistics in [ ]
	

	
	
	
	
	

	
	
	
	
	

	Cointegrating Eq: 
	CointEq1
	
	
	

	
	
	
	
	

	
	
	
	
	

	LOG(XN(-1)*AZN_USD(-1)/CPI(-1)*100)
	 1.000000
	
	
	

	
	
	
	
	

	LOG(GDP_RF_R_SA(-1)*1000)
	-1.006924
	
	
	

	
	 (0.38050)
	
	
	

	
	[-2.64635]
	
	
	

	
	
	
	
	

	LOG(REERN(-1))
	 0.994165
	
	
	

	
	 (0.23772)
	
	
	

	
	[ 4.18203]
	
	
	

	
	
	
	
	

	DSH05Q1(-1)
	 0.917429
	
	
	

	
	 (0.14093)
	
	
	

	
	[ 6.50999]
	
	
	

	
	
	
	
	

	C
	 4.587182
	
	
	

	
	
	
	
	

	
	
	
	
	

	Error Correction:
	D(LOG(XN*AZN_USD/CPI*100))
	D(LOG(GDP_RF_R_SA*1000))
	D(LOG(REERN))
	D(DSH05Q1)

	
	
	
	
	

	
	
	
	
	

	CointEq1
	-0.950502
	-0.020097
	-0.007531
	-2.82E-31

	
	 (0.14004)
	 (0.01322)
	 (0.03108)
	 (3.4E-17)

	
	[-6.78750]
	[-1.51990]
	[-0.24232]
	[-8.3e-15]



Table A2.14: VECM Results for Oil Export

	 Vector Error Correction Estimates
	

	 Standard errors in ( ) & t-statistics in [ ]

	
	
	
	

	
	
	
	

	Cointegrating Eq: 
	CointEq1
	
	

	
	
	
	

	
	
	
	

	LOG(XO(-1))
	 1.000000
	
	

	
	
	
	

	LOG(OILP(-1))
	-0.725550
	
	

	
	 (0.22555)
	
	

	
	[-3.21683]
	
	

	
	
	
	

	LOG(OILEXCT(-1)/AZN_USD(-1))
	-0.888305
	
	

	
	 (0.09649)
	
	

	
	[-9.20582]
	
	

	
	
	
	

	C
	 2.086086
	
	

	
	
	
	

	
	
	
	

	Error Correction:
	D(LOG(XO))
	D(LOG(OILP))
	D(LOG(OILEXCT/AZN_USD))

	
	
	
	

	
	
	
	

	CointEq1
	-0.508605
	 0.076346
	 0.275766

	
	 (0.16600)
	 (0.07975)
	 (0.13008)

	
	[-3.06392]
	[ 0.95728]
	[ 2.11998]


Appendix 3: Estimation Outputs and Test Results

	

	Table
	Dependent Variable
	Pneumonic

	A3.1
	Non-oil GDP
	DLOG(GDPN/CPI*100)

	A3.2
	Household Disposable Income
	DLOG(HDI/CPI*100)

	A3.3
	Oil Export
	DLOG(XO*AZN_USD/CPI*100)

	A3.4
	Oil Fund Transfers
	DLOG(SOFAZ)

	A3.5
	Consumer Price Index
	DLOG(CPI)

	A3.6
	Budget Expenditures
	DLOG(BE/CPI*100)

	A3.7
	Private Investments
	DLOG(GFCF_PRI/CPI*100)

	A3.8
	Household Final Consumption Expenditures
	DLOG(HFCE/CPI*100)

	A3.9
	M1 Monetary Aggregate
	DLOG(M1/CPI*100)

	A3.10
	Import
	DLOG(M*AZN_USD/CPI*100)

	A3.11
	Tax Revenues
	DLOG(TAX/CPI*100)

	A3.12
	Wage
	DLOG(W/CPI*100)

	A3.13
	Non-oil Export
	DLOG(XN*AZN_USD/CPI*100)

	A3.14
	GDP gap
	LOG(GDP_R_TC)

	A3.15
	Oil-GDP Ratio
	GDPO


Table A3.1: Estimation Results for Non-oil GDP Equation

	Dependent Variable: DLOG(GDPN/CPI*100)
	

	Method: Two-Stage Least Squares
	

	Included observations: 44
	
	

	White heteroskedasticity-consistent standard errors & covariance

	Instrument specification: DLOG(GDPN(-1)/CPI(-1)*100) C (LOG(GDPN(-1)/CPI(-1)*100) - 0.378079283551*LOG(CSN_LML(-1)/CPI(-1)*100) -0.621920716449*LOG(EMPN(-1)/1000) - 0.0255831821187

	   *@TREND(95Q1) - 1.53783489784)   DLOG(GDPN(-1)/CPI(-1)*100)  DCS1 (D01Q3) (D08Q4) D01Q2

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	LOG(GDPN(-1)/CPI(-1)*100)-0.378079283551*LOG(CSN_LML(-1)/CPI(-1)*100)-0.621920716449*LOG(EMPN(-1)/1000)-0.0255831821187*@TREND(95Q1)-1.53783489784
	-0.869706
	0.169527
	-5.130188
	0.0000

	C
	0.019883
	0.013151
	1.511940
	0.1390

	DLOG(GDPN(-1)/CPI(-1)*100)
	0.206738
	0.093431
	2.212733
	0.0332

	DCS1
	-0.284560
	0.039257
	-7.248717
	0.0000

	D01Q3
	0.274711
	0.028633
	9.594301
	0.0000

	D08Q4
	0.293118
	0.033201
	8.828526
	0.0000

	D01Q2
	-0.242735
	0.022530
	-10.77365
	0.0000

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.914020
	    Mean dependent var
	0.032240

	Adjusted R-squared
	0.900077
	    S.D. dependent var
	0.242661

	S.E. of regression
	0.076707
	    Sum squared resid
	0.217705

	F-statistic
	65.55507
	    Durbin-Watson stat
	2.446357

	Prob(F-statistic)
	0.000000
	    Second-Stage SSR
	0.217705

	J-statistic
	0.000000
	    Instrument rank
	7
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	Autocorrelation
	Partial Correlation
	
	AC 
	 PAC
	 Q-Stat
	 Prob

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	      **| .    |
	      **| .    |
	1
	-0.256
	-0.256
	3.0894
	0.079

	      . |*.    |
	      . |*.    |
	2
	0.147
	0.088
	4.1371
	0.126

	      . | .    |
	      . |*.    |
	3
	0.050
	0.116
	4.2625
	0.234

	      . | .    |
	      . | .    |
	4
	-0.021
	0.005
	4.2842
	0.369

	      . |*.    |
	      . | .    |
	5
	0.081
	0.059
	4.6222
	0.464

	      .*| .    |
	      .*| .    |
	6
	-0.172
	-0.157
	6.1982
	0.401

	      . | .    |
	      .*| .    |
	7
	-0.001
	-0.104
	6.1983
	0.517

	      .*| .    |
	      .*| .    |
	8
	-0.106
	-0.112
	6.8325
	0.555
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Series: Residuals

Sample 2000Q1 2010Q4

Observations 44

Mean       -1.51e-17

Median   -1.39e-17

Maximum   0.143928

Minimum  -0.122272

Std. Dev.    0.071154

Skewness    0.285978

Kurtosis    2.424638

Jarque-Bera  1.206653

Probability  0.546989


	Breusch-Godfrey Serial Correlation LM Test:
	

	
	
	
	
	

	
	
	
	
	

	Obs*R-squared
	4.518589
	    Prob. Chi-Square(2)
	0.1044


	Heteroskedasticity Test: ARCH
	
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	0.019740
	    Prob. F(1,41)
	0.8890

	Obs*R-squared
	0.020693
	    Prob. Chi-Square(1)
	0.8856


	Heteroskedasticity Test: White
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	0.951464
	    Prob. F(11,32)
	0.5071

	Obs*R-squared
	10.84415
	    Prob. Chi-Square(11)
	0.4564

	Scaled explained SS
	5.462205
	    Prob. Chi-Square(11)
	0.9067


	Ramsey RESET Test

	
	

	
	
	
	
	

	
	
	
	
	

	
	Value
	df
	Probability
	

	t-statistic
	 1.406733
	 36
	 0.1681
	

	F-statistic
	 1.978897
	(1, 36)
	 0.1681
	

	Likelihood ratio
	 2.354516
	 1
	 0.1249
	


Table A3.2: Estimation Results for Household Disposable Income Equation

	Dependent Variable: DLOG(HDI/CPI*100)
	

	Method: Two-Stage Least Squares
	

	Included observations: 43
	
	

	White heteroskedasticity-consistent standard errors & covariance

	Instrument specification: DLOG(HDI(-1)/CPI(-1)*100) C (LOG(HDI(-1)/CPI(

	        -1)*100) - 0.534033680948*LOG(BE(-1)/CPI(-1)*100) -   3.98788888967)  

	DLOG(HDI(-4)/CPI(-4)*100)  DLOG(BE(-3)/CPI(-3)*100)  DLOG(BE(-4)/CPI(-4)*100)

	        D(DTP07Q3Q4 ) D(D10Q1)  DCS3  D01Q4

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	LOG(HDI(-1)/CPI(-1)*100)-0.534033680948*LOG(BE(-1)/CPI(-1)*100)-3.98788888967
	-0.134466
	0.046545
	-2.888931
	0.0067

	C
	0.032210
	0.007657
	4.206863
	0.0002

	DLOG(HDI(-4)/CPI(-4)*100)
	-0.166901
	0.058923
	-2.832537
	0.0077

	DLOG(BE(-3)/CPI(-3)*100)
	-0.084549
	0.032333
	-2.614962
	0.0132

	DLOG(BE(-4)/CPI(-4)*100)
	0.191734
	0.024611
	7.790701
	0.0000

	D(DTP07Q3Q4)
	0.214941
	0.012593
	17.06857
	0.0000

	D(D10Q1)
	-0.203920
	0.035342
	-5.769864
	0.0000

	DCS3
	0.054827
	0.015672
	3.498410
	0.0013

	D01Q4
	-0.162581
	0.020200
	-8.048731
	0.0000

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.926210
	    Mean dependent var
	0.031467

	Adjusted R-squared
	0.908848
	    S.D. dependent var
	0.144901

	S.E. of regression
	0.043748
	    Sum squared resid
	0.065071

	F-statistic
	53.34603
	    Durbin-Watson stat
	2.062984

	Prob(F-statistic)
	0.000000
	    Second-Stage SSR
	0.065071

	J-statistic
	0.336289
	    Instrument rank
	10

	Prob(J-statistic)
	0.561979
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	Autocorrelation
	Partial Correlation
	
	AC 
	 PAC
	 Q-Stat
	 Prob

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	      . | .    |
	      . | .    |
	1
	-0.052
	-0.052
	0.1238
	0.725

	      . |*.    |
	      . |*.    |
	2
	0.080
	0.077
	0.4247
	0.809

	      **| .    |
	      **| .    |
	3
	-0.324
	-0.319
	5.4917
	0.139

	      .*| .    |
	      .*| .    |
	4
	-0.140
	-0.190
	6.4683
	0.167

	      .*| .    |
	      .*| .    |
	5
	-0.152
	-0.145
	7.6490
	0.177

	      .*| .    |
	      **| .    |
	6
	-0.145
	-0.298
	8.7442
	0.188

	      . | .    |
	      **| .    |
	7
	-0.026
	-0.228
	8.7812
	0.269

	      . |*.    |
	      . | .    |
	8
	0.172
	0.002
	10.409
	0.237
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Series: Residuals

Sample 2000Q2 2010Q4

Observations 43

Mean        1.78e-17

Median   -2.78e-17

Maximum   0.106205

Minimum  -0.082119

Std. Dev.    0.039361

Skewness    0.344258

Kurtosis    3.161666

Jarque-Bera  0.896176

Probability  0.638848


	Breusch-Godfrey Serial Correlation LM Test:
	

	
	
	
	
	

	
	
	
	
	

	Obs*R-squared
	0.526910
	    Prob. Chi-Square(2)
	0.7684


	Heteroskedasticity Test: ARCH
	
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	0.922466
	    Prob. F(1,40)
	0.3426

	Obs*R-squared
	0.946755
	    Prob. Chi-Square(1)
	0.3305


	Heteroskedasticity Test: White
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	0.697551
	    Prob. F(8,34)
	0.6912

	Obs*R-squared
	6.062535
	    Prob. Chi-Square(8)
	0.6402

	Scaled explained SS
	4.096696
	    Prob. Chi-Square(8)
	0.8483


	Ramsey RESET Test
	
	

	
	
	
	
	

	
	
	
	
	

	
	Value
	df
	Probability
	

	t-statistic
	 0.544087
	 33
	 0.5900
	

	F-statistic
	 0.296031
	(1, 33)
	 0.5900
	

	Difference in J-stats
	 0.336289
	 0
	 NA
	


Table A3.3: Estimation Results for Oil Export Equation

	Dependent Variable: DLOG(XO)
	
	

	Method: Two-Stage Least Squares
	

	Included observations: 44
	
	

	Instrument specification: DLOG(XO(-1)) C (LOG(XO(-1)) - 0.725549783941

	        *LOG(OILP(-1)) - 0.888305109264*LOG(OILEXCT(-1)/AZN_USD(-1)) +

	        2.08608561013)           DLOG(OILEXCT/AZN_USD) DCS1   DCS2

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	LOG(XO(-1))-0.725549783941*LOG(OILP(-1))-0.888305109264*LOG(OILEXCT(-1)/AZN_USD(-1))+2.08608561013
	-0.687667
	0.142464
	-4.826955
	0.0000

	C
	0.036950
	0.032317
	1.143364
	0.2599

	DLOG(OILEXCT/AZN_USD)
	0.894299
	0.142839
	6.260897
	0.0000

	DCS1
	0.198705
	0.081169
	2.448037
	0.0190

	DCS2
	0.217598
	0.075401
	2.885875
	0.0063

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.574549
	    Mean dependent var
	0.100558

	Adjusted R-squared
	0.530913
	    S.D. dependent var
	0.297124

	S.E. of regression
	0.203500
	    Sum squared resid
	1.615075

	F-statistic
	13.16687
	    Durbin-Watson stat
	1.726997

	Prob(F-statistic)
	0.000001
	    Second-Stage SSR
	1.615075

	J-statistic
	0.123410
	    Instrument rank
	6

	Prob(J-statistic)
	0.725365
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	Autocorrelation
	Partial Correlation
	
	AC 
	 PAC
	 Q-Stat
	 Prob

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	      . |*.    |
	      . |*.    |
	1
	0.109
	0.109
	0.5622
	0.453

	      . | .    |
	      . | .    |
	2
	-0.026
	-0.038
	0.5937
	0.743

	      . | .    |
	      . | .    |
	3
	-0.013
	-0.006
	0.6021
	0.896

	      .*| .    |
	      .*| .    |
	4
	-0.179
	-0.180
	2.2241
	0.695

	      . | .    |
	      . | .    |
	5
	-0.029
	0.011
	2.2671
	0.811

	      . | .    |
	      . | .    |
	6
	-0.033
	-0.046
	2.3259
	0.887

	      .*| .    |
	      .*| .    |
	7
	-0.096
	-0.092
	2.8319
	0.900

	      . |*.    |
	      . |*.    |
	8
	0.121
	0.113
	3.6567
	0.887
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Series: Residuals

Sample 2000Q1 2010Q4

Observations 44

Mean        7.52e-17

Median   -0.039083

Maximum   0.328703

Minimum  -0.556750

Std. Dev.    0.193804

Skewness   -0.233009

Kurtosis    3.023214

Jarque-Bera  0.399136

Probability  0.819084


	Breusch-Godfrey Serial Correlation LM Test:
	

	
	
	
	
	

	
	
	
	
	

	Obs*R-squared
	1.151872
	    Prob. Chi-Square(2)
	0.5622


	Heteroskedasticity Test: ARCH
	
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	0.131469
	    Prob. F(1,41)
	0.7188

	Obs*R-squared
	0.137441
	    Prob. Chi-Square(1)
	0.7108


	Heteroskedasticity Test: White
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	0.834826
	    Prob. F(11,32)
	0.6080

	Obs*R-squared
	9.811207
	    Prob. Chi-Square(11)
	0.5474

	Scaled explained SS
	7.797547
	    Prob. Chi-Square(11)
	0.7313


	Ramsey RESET Test
	
	

	
	
	
	
	

	
	
	
	
	

	
	Value
	df
	Probability
	

	t-statistic
	 0.304243
	 38
	 0.7626
	

	F-statistic
	 0.092564
	(1, 38)
	 0.7626
	

	Difference in J-stats
	 0.123410
	 0
	 NA
	


Table A3.4: Estimation Results for Oil Fund Transfers Equation

	Dependent Variable: DLOG(SOFAZ)
	

	Method: Two-Stage Least Squares
	

	Included observations: 29
	
	

	Instrument specification: DLOG(SOFAZ(-1))  (LOG(SOFAZ(-1)) -

	        5.03264479177*LOG(OILP(-1)) + 15.2676521961)   C   DLOG(SOFAZ(

	        -1))  DLOG(TAX(-1))  DLOG(OILP(-1)) D(DTP09Q1Q2)

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	LOG(SOFAZ(-1))-5.03264479177*LOG(OILP(-1))+15.2676521961
	-0.147552
	0.057934
	-2.546889
	0.0180

	C
	0.179053
	0.077904
	2.298380
	0.0310

	DLOG(SOFAZ(-1))
	-0.285397
	0.159740
	-1.786636
	0.0872

	DLOG(TAX(-1))
	-0.776661
	0.468911
	-1.656310
	0.1112

	DLOG(OILP(-1))
	0.847276
	0.435408
	1.945937
	0.0640

	D(DTP09Q1Q2)
	0.602118
	0.226785
	2.655023
	0.0141

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.712799
	    Mean dependent var
	0.143200

	Adjusted R-squared
	0.650364
	    S.D. dependent var
	0.650616

	S.E. of regression
	0.384709
	    Sum squared resid
	3.404027

	F-statistic
	11.41667
	    Durbin-Watson stat
	2.618792

	Prob(F-statistic)
	0.000013
	    Second-Stage SSR
	3.404027

	J-statistic
	0.000000
	    Instrument rank
	6
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Series: Residuals

Sample 2003Q4 2010Q4

Observations 29

Mean        2.68e-17

Median   -0.110825

Maximum   0.600303

Minimum  -0.766229
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	Breusch-Godfrey Serial Correlation LM Test:

	
	
	
	

	
	
	
	

	Obs*R-squared
	8.549254
	    Prob. Chi-Square(2)


	Heteroskedasticity Test: ARCH
	
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	0.333028
	    Prob. F(1,26)
	0.5688

	Obs*R-squared
	0.354110
	    Prob. Chi-Square(1)
	0.5518


	Heteroskedasticity Test: White
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	0.550803
	    Prob. F(17,11)
	0.8697

	Obs*R-squared
	13.33483
	    Prob. Chi-Square(17)
	0.7135

	Scaled explained SS
	5.494960
	    Prob. Chi-Square(17)
	0.9960


	Ramsey RESET Test

	
	

	
	
	
	
	

	
	
	
	
	

	
	Value
	df
	Probability
	

	t-statistic
	 1.480231
	 22
	 0.1530
	

	F-statistic
	 2.191083
	(1, 22)
	 0.1530
	

	Likelihood ratio
	 2.753307
	 1
	 0.0971
	


Table A3.5: Estimation Results for CPI Equation

	Dependent Variable: DLOG(CPI)
	
	

	Method: Two-Stage Least Squares
	

	Included observations: 44
	
	

	White heteroskedasticity-consistent standard errors & covariance

	Instrument specification: ECM_CPI_MARKUP(-1)  ECM_LRM1(-1)  

	        DLOG(CPI(-1))   DLOG(ADMPI)       DLOG(ULC_N)  DLOG(ULC_N(-2)) 

	        DLOG(ULC_N(-3))   DLOG(MPIAZN) DLOG(MPIAZN(-1))  DLOG(M1(-2))

	        D04Q4 D07Q2 DCS1 DCS2 DCS3 D10Q4  GDP_GAP(-1)  

	        DLOG(EMPN) DLOG(GDPN(-1)) DLOG(W(-1))
	

	Constant added to instrument list
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	LOG(CPI(-1))-0.46882*LOG(ADMPI(-1))-0.29523*LOG(MPIAZN(-1))-0.23595*LOG(ULC_N_SA_00(-1))+0.0462381219284
	-0.105559
	0.033378
	-3.162533
	0.0040

	ECM_LRM1(-1)
	0.015882
	0.007841
	2.025406
	0.0532

	GDP_GAP
	0.053808
	0.013231
	4.066716
	0.0004

	C
	-0.012991
	0.010550
	-1.231430
	0.2292

	DLOG(CPI(-1))
	0.299404
	0.086805
	3.449167
	0.0019

	DLOG(ADMPI)
	0.123841
	0.010342
	11.97450
	0.0000

	DLOG(ULC_N)
	0.048788
	0.009888
	4.933890
	0.0000

	DLOG(ULC_N(-2))
	-0.020604
	0.010698
	-1.925992
	0.0651

	DLOG(ULC_N(-3))
	-0.030319
	0.012985
	-2.334870
	0.0275

	DLOG(MPIAZN)
	0.089799
	0.034168
	2.628142
	0.0142

	DLOG(MPIAZN(-1))
	0.114278
	0.041872
	2.729235
	0.0112

	DLOG(M1(-2))
	0.040157
	0.019682
	2.040270
	0.0516

	D04Q4
	0.044806
	0.005687
	7.878887
	0.0000

	D07Q2
	-0.055519
	0.004638
	-11.97172
	0.0000

	DCS1
	-0.056882
	0.014039
	-4.051771
	0.0004

	DCS2
	-0.049875
	0.008987
	-5.549787
	0.0000

	DCS3
	-0.017930
	0.007188
	-2.494402
	0.0193

	D10Q4
	0.021492
	0.003763
	5.711075
	0.0000

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.960624
	    Mean dependent var
	0.018258

	Adjusted R-squared
	0.934878
	    S.D. dependent var
	0.028344

	S.E. of regression
	0.007233
	    Sum squared resid
	0.001360

	F-statistic
	37.06019
	    Durbin-Watson stat
	2.016102

	Prob(F-statistic)
	0.000000
	    Second-Stage SSR
	0.001584

	J-statistic
	0.581019
	    Instrument rank
	21

	Prob(J-statistic)
	0.900764
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	Breusch-Godfrey Serial Correlation LM Test:
	

	
	
	
	
	

	
	
	
	
	

	Obs*R-squared
	3.427184
	    Prob. Chi-Square(2)
	0.1802

	
	
	
	
	

	
	
	
	
	


	Heteroskedasticity Test: ARCH
	
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	0.968220
	    Prob. F(1,41)
	0.3309

	Obs*R-squared
	0.992023
	    Prob. Chi-Square(1)
	0.3192


	Heteroskedasticity Test: White
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	0.401820
	    Prob. F(17,26)
	0.9726

	Obs*R-squared
	9.154819
	    Prob. Chi-Square(17)
	0.9353

	Scaled explained SS
	3.915147
	    Prob. Chi-Square(17)
	0.9996


	Ramsey RESET Test
	
	

	
	
	
	
	

	
	
	
	
	

	
	Value
	df
	Probability
	

	t-statistic
	 0.081103
	 25
	 0.9360
	

	F-statistic
	 0.006578
	(1, 25)
	 0.9360
	

	Difference in J-stats
	 0.027812
	 0
	 NA
	


Table A3.6: Estimation Results for Budget Expenditures Equation

	Dependent Variable: DLOG(BE/CPI*100)
	

	Method: Two-Stage Least Squares
	

	Included observations: 44
	
	

	White heteroskedasticity-consistent standard errors & covariance

	Instrument specification: (LOG(BE(-1)/CPI(-1)*100) - 0.973214910892

	        *LOG(BR(-1)/CPI(-1)*100) - 0.155770711728)  DLOG(CPI(-1))        

	        DCS1 DCS2 DCS3      DLOG(TAX(-1)/CPI(-1)*100)   DLOG(OILP(-2)

	        *AZN_USD(-2))  DLOG(GDP(-1)/CPI(-1)*100)

	Constant added to instrument list
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	LOG(BE(-1)/CPI(-1)*100)-0.973214910892*LOG(BR(-1)/CPI(-1)*100)-0.155770711728
	-1.158230
	0.155933
	-7.427750
	0.0000

	C
	0.006270
	0.021039
	0.298033
	0.7673

	DLOG(BR/CPI*100)
	0.905330
	0.261831
	3.457691
	0.0014

	DCS1
	-0.343721
	0.069598
	-4.938647
	0.0000

	DCS2
	-0.246417
	0.041774
	-5.898816
	0.0000

	DCS3
	-0.255857
	0.036134
	-7.080731
	0.0000

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.945746
	    Mean dependent var
	0.051818

	Adjusted R-squared
	0.938607
	    S.D. dependent var
	0.366771

	S.E. of regression
	0.090877
	    Sum squared resid
	0.313829

	F-statistic
	122.0833
	    Durbin-Watson stat
	1.783009

	Prob(F-statistic)
	0.000000
	    Second-Stage SSR
	0.743189

	J-statistic
	6.495900
	    Instrument rank
	9

	Prob(J-statistic)
	0.089824
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	Breusch-Godfrey Serial Correlation LM Test:
	

	
	
	
	
	

	
	
	
	
	

	Obs*R-squared
	4.266034
	    Prob. Chi-Square(2)
	0.1185


	Heteroskedasticity Test: ARCH
	
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	0.003947
	    Prob. F(1,41)
	0.9502

	Obs*R-squared
	0.004139
	    Prob. Chi-Square(1)
	0.9487


	Heteroskedasticity Test: White
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	0.851231
	    Prob. F(14,29)
	0.6135

	Obs*R-squared
	12.81509
	    Prob. Chi-Square(14)
	0.5411

	Scaled explained SS
	6.861813
	    Prob. Chi-Square(14)
	0.9399


	Ramsey RESET Test
	
	

	
	
	
	
	

	
	
	
	
	

	
	Value
	df
	Probability
	

	t-statistic
	 0.260580
	 37
	 0.7959
	

	F-statistic
	 0.067902
	(1, 37)
	 0.7959
	

	Difference in J-stats
	 0.451387
	 0
	 NA
	


Table A3.7: Estimation Results for Private Investments Equation

	Dependent Variable: DLOG(GFCF_PRI/CPI*100)
	

	Method: Two-Stage Least Squares
	

	Included observations: 44
	
	

	White heteroskedasticity-consistent standard errors & covariance

	Instrument specification: DLOG(CPI(-1))  DLOG(GDPN(-1)/CPI(-1)*100)

	        (LOG(GFCF_PRI(-1)/CPI(-1)*100) + 0.279230327511*RCRAL(-1) +

	        2.48181209952*LOG(OILP(-1)*AZN_USD(-1)/CPI(-1)*100) -

	        18.7328222253)   DLOG(GFCF_PRI(-3)/CPI(-3)*100)     DLOG(OILP

	        *AZN_USD/CPI*100)      D(RCRAL(-0))      D(D09Q1)      DLOG(OILP(-1)

	        *AZN_USD(-1)/CPI(-1)*100) D(RCRAL(-1))  D(RCRAL(-2))  D(RCRAL(

	        -4))     DLOG(CSN_LML(-1))
	

	Constant added to instrument list
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	LOG(GFCF_PRI(-1)/CPI(-1)*100)+0.279230327511*RCRAL(-1)+2.48181209952*LOG(OILP(-1)*AZN_USD(-1)/CPI(-1)*100)-18.7328222253
	-0.077553
	0.023750
	-3.265413
	0.0024

	C
	-0.005957
	0.021603
	-0.275752
	0.7843

	DLOG(GFCF_PRI(-3)/CPI(-3)*100)
	0.274838
	0.083563
	3.288989
	0.0022

	DLOG(OILP*AZN_USD/CPI*100)
	-0.393884
	0.149323
	-2.637808
	0.0121

	D(RCRAL)
	-0.012569
	0.005018
	-2.504905
	0.0168

	DLOG(GDPN/CPI*100)
	0.833197
	0.115241
	7.230074
	0.0000

	D(D09Q1)
	-0.598177
	0.053655
	-11.14851
	0.0000

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.764201
	    Mean dependent var
	0.027072

	Adjusted R-squared
	0.725963
	    S.D. dependent var
	0.263240

	S.E. of regression
	0.137802
	    Sum squared resid
	0.702611

	F-statistic
	14.95784
	    Durbin-Watson stat
	2.082891

	Prob(F-statistic)
	0.000000
	    Second-Stage SSR
	1.275451

	J-statistic
	6.642901
	    Instrument rank
	13

	Prob(J-statistic)
	0.355137
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	Breusch-Godfrey Serial Correlation LM Test:
	

	
	
	
	
	

	
	
	
	
	

	Obs*R-squared
	2.222649
	    Prob. Chi-Square(2)
	0.3291


	Heteroskedasticity Test: ARCH
	
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	0.015947
	    Prob. F(1,41)
	0.9001

	Obs*R-squared
	0.016719
	    Prob. Chi-Square(1)
	0.8971


	Heteroskedasticity Test: White
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	1.552349
	    Prob. F(22,21)
	0.1590

	Obs*R-squared
	27.24620
	    Prob. Chi-Square(22)
	0.2020

	Scaled explained SS
	16.73711
	    Prob. Chi-Square(22)
	0.7777


	Ramsey RESET Test
	
	

	
	
	
	
	

	
	
	
	
	

	
	Value
	df
	Probability
	

	t-statistic
	 1.065893
	 36
	 0.2936
	

	F-statistic
	 1.136129
	(1, 36)
	 0.2936
	

	Difference in J-stats
	 1.732776
	 0
	 NA
	


Table A3.8: Estimation Results for Household Final Consumption Expenditures Equation

	Dependent Variable: DLOG(HFCE/CPI*100)
	

	Method: Two-Stage Least Squares
	

	Included observations: 44
	
	

	White heteroskedasticity-consistent standard errors & covariance

	Instrument specification: DLOG(HDI(-1)/CPI(-1)*100) ECM_LRHFCE(-1)  

	        D(RDRAS(-2))   D(DTP07Q3Q4) D(D00Q3) DLOG(HDI(-3)/CPI(-3)*100)

	        D(D06Q4) DLOG(BE(-1)/CPI(-1))
	

	Constant added to instrument list
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	LOG(HFCE(-1)/CPI(-1)*100)-1*LOG(HDI(-1)/CPI(-1)*100)+0.273771666566
	-0.490856
	0.141017
	-3.480827
	0.0013

	C
	0.018029
	0.007070
	2.549990
	0.0152

	DLOG(HDI/CPI*100)
	0.434338
	0.136116
	3.190953
	0.0029

	DLOG(HDI(-3)/CPI(-3)*100)
	-0.084028
	0.024629
	-3.411703
	0.0016

	D(RDRAS(-2))
	-0.004011
	0.001829
	-2.192330
	0.0349

	D(DTP07Q3Q4)
	0.223312
	0.048679
	4.587457
	0.0001

	D(D00Q3)
	0.099443
	0.008356
	11.90061
	0.0000

	D(D06Q4)
	0.098804
	0.016440
	6.010019
	0.0000

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.967821
	    Mean dependent var
	0.029382

	Adjusted R-squared
	0.961564
	    S.D. dependent var
	0.147520

	S.E. of regression
	0.028921
	    Sum squared resid
	0.030112

	F-statistic
	146.2616
	    Durbin-Watson stat
	1.695917

	Prob(F-statistic)
	0.000000
	    Second-Stage SSR
	0.079391

	J-statistic
	0.068715
	    Instrument rank
	9

	Prob(J-statistic)
	0.793217
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	Breusch-Godfrey Serial Correlation LM Test:
	

	
	
	
	
	

	
	
	
	
	

	Obs*R-squared
	0.592357
	    Prob. Chi-Square(2)
	0.7437


	Heteroskedasticity Test: ARCH
	
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	0.005055
	    Prob. F(1,41)
	0.9437

	Obs*R-squared
	0.005301
	    Prob. Chi-Square(1)
	0.9420


	Heteroskedasticity Test: White
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	0.441319
	    Prob. F(21,22)
	0.9671

	Obs*R-squared
	13.04153
	    Prob. Chi-Square(21)
	0.9072

	Scaled explained SS
	13.95928
	    Prob. Chi-Square(21)
	0.8713

	
	
	
	
	

	
	
	
	
	


	Ramsey RESET Test
	
	

	
	
	
	
	

	
	
	
	
	

	
	Value
	df
	Probability
	

	t-statistic
	 0.252019
	 35
	 0.8025
	

	F-statistic
	 0.063514
	(1, 35)
	 0.8025
	

	Difference in J-stats
	 0.068715
	 0
	 NA
	


Table A3.9: Estimation Results for M1 Monetary Aggregate Equation

	Dependent Variable: DLOG(M1/CPI*100)
	

	Method: Two-Stage Least Squares
	

	Included observations: 44
	
	

	Instrument specification: DLOG(M1(-1)/CPI(-1)*100)     C ECM_LRM1(-1) 

	        DLOG(GDP(-1)/CPI(-1)*100)      D(DSH06Q2) DCS1  D05Q4 

	        DLOG(CPI(-4))       DLOG(HFCE(-3)/CPI(-3)*100) DLOG(BE(-4)/CPI(-4)

	        *100) DLOG(GFCF_PRI(-2)/CPI(-2)*100)    DLOG(ADMPI(-0))  

	        DLOG(EMPN(-3))
	
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	LOG(M1(-1)/CPI(-1)*100)-LOG(GDP(-1)/CPI(-1)*100)+0.04662*DRAL(-1)+2.28204-0.925006*DSH06Q2(-1)
	-0.216221
	0.032246
	-6.705429
	0.0000

	C
	0.306506
	0.037729
	8.123917
	0.0000

	DLOG(GDP/CPI*100)
	0.145186
	0.102789
	1.412469
	0.1659

	D(DSH06Q2)
	0.170464
	0.045611
	3.737375
	0.0006

	DCS1
	-0.137463
	0.033455
	-4.108893
	0.0002

	D05Q4
	-0.179139
	0.050279
	-3.562873
	0.0010

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.851227
	    Mean dependent var
	0.054130

	Adjusted R-squared
	0.831652
	    S.D. dependent var
	0.108923

	S.E. of regression
	0.044691
	    Sum squared resid
	0.075898

	F-statistic
	42.30439
	    Durbin-Watson stat
	2.231956

	Prob(F-statistic)
	0.000000
	    Second-Stage SSR
	0.087685

	J-statistic
	8.083248
	    Instrument rank
	13

	Prob(J-statistic)
	0.325310
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	-0.145
	-0.165
	1.8327
	0.400

	      .*| .    |
	      **| .    |
	3
	-0.172
	-0.226
	3.2890
	0.349

	      . |**    |
	      . |*.    |
	4
	0.253
	0.178
	6.5259
	0.163

	      . |*.    |
	      . |*.    |
	5
	0.082
	0.100
	6.8739
	0.230

	      .*| .    |
	      . | .    |
	6
	-0.074
	-0.014
	7.1654
	0.306
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	      **| .    |
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	0.143



[image: image90.emf]0

1

2

3

4

5

6

-0.08 -0.06 -0.04 -0.02 0.00 0.02 0.04 0.06 0.08 0.10

Series: Residuals

Sample 2000Q1 2010Q4
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Mean       -2.93e-17

Median    0.002552

Maximum   0.101580
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Std. Dev.    0.042013

Skewness   -0.075904

Kurtosis    2.530247

Jarque-Bera  0.446807

Probability  0.799792


	Breusch-Godfrey Serial Correlation LM Test:
	

	
	
	
	
	

	
	
	
	
	

	Obs*R-squared
	2.210926
	    Prob. Chi-Square(2)
	0.3311


	Heteroskedasticity Test: ARCH
	
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	1.123727
	    Prob. F(1,41)
	0.2953

	Obs*R-squared
	1.147103
	    Prob. Chi-Square(1)
	0.2842


	Heteroskedasticity Test: White
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	1.609176
	    Prob. F(10,33)
	0.1473

	Obs*R-squared
	14.42274
	    Prob. Chi-Square(10)
	0.1546

	Scaled explained SS
	8.230782
	    Prob. Chi-Square(10)
	0.6063


	Ramsey RESET Test
	
	

	
	
	
	
	

	
	
	
	
	

	
	Value
	df
	Probability
	

	t-statistic
	 1.309585
	 37
	 0.1984
	

	F-statistic
	 1.715014
	(1, 37)
	 0.1984
	

	Difference in J-stats
	 2.508413
	 0
	 NA
	


Table A3.10: Estimation Results for Import Equation

	Dependent Variable: DLOG(M*AZN_USD/CPI*100)
	

	Method: Two-Stage Least Squares
	

	Included observations: 40
	
	

	White heteroskedasticity-consistent standard errors & covariance

	Instrument specification: C ECM_LRM(-1) DLOG(M(-1)*AZN_USD(-1)/CPI(

	        -1)*100)  DLOG(GDPN(-1)/CPI(-1)*100) DCS3  DCS1          D10Q1 

	        DLOG(CPI(-2))  DLOG(MPIAZN(-0))      DLOG(EMPN(-2))  

	        DLOG(CSN_LML(-2)/CPI(-2)*100)
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	LOG(M(-1)*AZN_USD(-1)/CPI(-1)*100)-0.722574139731*LOG(GDPN(-1)/CPI(-1)*100)-0.153389670005*LOG(GDPO(-1)/CPI(-1)*100)+1.65719419946*LOG(REER(-1))-7.77087974732
	-0.801262
	0.120989
	-6.622622
	0.0000

	C
	0.017016
	0.013624
	1.248997
	0.2205

	DLOG(M(-1)*AZN_USD(-1)/CPI(-1)*100)
	-0.332360
	0.067004
	-4.960341
	0.0000

	DLOG(GDPN/CPI*100)
	0.418220
	0.198610
	2.105733
	0.0429

	DCS1
	-0.088133
	0.093479
	-0.942810
	0.3526

	DCS3
	0.092178
	0.035637
	2.586581
	0.0143

	D10Q1
	-0.350258
	0.039965
	-8.764152
	0.0000

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.840643
	    Mean dependent var
	0.014978

	Adjusted R-squared
	0.811670
	    S.D. dependent var
	0.204432

	S.E. of regression
	0.088718
	    Sum squared resid
	0.259736

	F-statistic
	29.38991
	    Durbin-Watson stat
	2.080364

	Prob(F-statistic)
	0.000000
	    Second-Stage SSR
	0.241975

	J-statistic
	0.737412
	    Instrument rank
	11

	Prob(J-statistic)
	0.946636
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	0.225
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	0.400
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	5.2999
	0.506
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	      . |*.    |
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Series: Residuals

Sample 2001Q1 2010Q4

Observations 40

Mean       -4.08e-18

Median    0.006752

Maximum   0.191679

Minimum  -0.180616

Std. Dev.    0.081608

Skewness   -0.098209

Kurtosis    3.145480

Jarque-Bera  0.099574

Probability  0.951432


	Breusch-Godfrey Serial Correlation LM Test:
	

	
	
	
	
	

	
	
	
	
	

	Obs*R-squared
	0.118313
	    Prob. Chi-Square(2)
	0.9426


	Heteroskedasticity Test: ARCH
	
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	0.004744
	    Prob. F(1,37)
	0.9455

	Obs*R-squared
	0.004999
	    Prob. Chi-Square(1)
	0.9436


	Heteroskedasticity Test: White
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	0.658574
	    Prob. F(18,21)
	0.8127

	Obs*R-squared
	14.43259
	    Prob. Chi-Square(18)
	0.7005

	Scaled explained SS
	10.53772
	    Prob. Chi-Square(18)
	0.9129


	Ramsey RESET Test
	
	

	
	
	
	
	

	
	
	
	
	

	
	Value
	df
	Probability
	

	t-statistic
	 0.503788
	 32
	 0.6179
	

	F-statistic
	 0.253802
	(1, 32)
	 0.6179
	

	Difference in J-stats
	 0.389815
	 0
	 NA
	


Table A3.11: Estimation Results for Tax Revenues Equation

	Dependent Variable: DLOG(TAX/CPI*100)
	

	Method: Two-Stage Least Squares
	

	Included observations: 44
	
	

	White heteroskedasticity-consistent standard errors & covariance

	Instrument specification: DLOG(TAX(-1)/CPI(-1)*100) C   (LOG(TAX(-1)/CPI(

	        -1)*100)- 1.11288504573*LOG(GDP(-1)/CPI(-1)*100)+

	        2.82639621195)        D08Q4   DCS1 DLOG(GDP(-1)/CPI(-1)*100) 

	        DLOG(GDP(-3)/CPI(-3)*100)   DLOG(TAX(-4)/CPI(-4)*100)  

	        DLOG(HFCE(-1)/CPI(-1)*100)    DLOG(XN(-1)/CPI(-1)*100) 

	        DLOG(GFCF_PRI(-1)/CPI(-1)*100)   DLOG(OILP(-2)*AZN_USD(-2))

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	LOG(TAX(-1)/CPI(-1)*100)-1.11288504573*LOG(GDP(-1)/CPI(-1)*100)+2.82639621195
	-0.424175
	0.124315
	-3.412093
	0.0015

	C
	-0.001368
	0.017165
	-0.079681
	0.9369

	DLOG(GDP(-3)/CPI(-3)*100)
	0.275385
	0.099822
	2.758750
	0.0089

	DLOG(TAX(-4)/CPI(-4)*100)
	0.525253
	0.122140
	4.300417
	0.0001

	D08Q4
	0.179629
	0.035413
	5.072394
	0.0000

	DCS1
	-0.174253
	0.043939
	-3.965814
	0.0003

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.680292
	    Mean dependent var
	0.036703

	Adjusted R-squared
	0.638225
	    S.D. dependent var
	0.178000

	S.E. of regression
	0.107063
	    Sum squared resid
	0.435574

	F-statistic
	16.17170
	    Durbin-Watson stat
	2.045371

	Prob(F-statistic)
	0.000000
	    Second-Stage SSR
	0.435574

	J-statistic
	1.112477
	    Instrument rank
	12

	Prob(J-statistic)
	0.980987
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	2
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	0.036
	0.3804
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	      . |*.    |
	      . |*.    |
	3
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	0.201
	2.2290
	0.526

	      . | .    |
	      . | .    |
	4
	0.033
	0.067
	2.2856
	0.683

	      . |*.    |
	      . |*.    |
	5
	0.137
	0.135
	3.2626
	0.660

	      . | .    |
	      . | .    |
	6
	0.047
	0.032
	3.3799
	0.760

	      . | .    |
	      . | .    |
	7
	-0.037
	-0.064
	3.4566
	0.840

	      . | .    |
	      .*| .    |
	8
	-0.021
	-0.097
	3.4815
	0.901
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Sample 2000Q1 2010Q4

Observations 44

Mean        2.52e-18

Median    0.000832

Maximum   0.265973
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Std. Dev.    0.100646
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	Breusch-Godfrey Serial Correlation LM Test:
	

	
	
	
	
	

	
	
	
	
	

	Obs*R-squared
	0.523108
	    Prob. Chi-Square(2)
	0.7699


	Heteroskedasticity Test: ARCH
	
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	0.098716
	    Prob. F(1,41)
	0.7550

	Obs*R-squared
	0.103283
	    Prob. Chi-Square(1)
	0.7479


	Heteroskedasticity Test: White
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	1.240956
	    Prob. F(14,29)
	0.3006

	Obs*R-squared
	16.48422
	    Prob. Chi-Square(14)
	0.2847

	Scaled explained SS
	13.71433
	    Prob. Chi-Square(14)
	0.4712


	Ramsey RESET Test
	
	

	
	
	
	
	

	
	
	
	
	

	
	Value
	df
	Probability
	

	t-statistic
	 0.160048
	 37
	 0.8737
	

	F-statistic
	 0.025615
	(1, 37)
	 0.8737
	

	Difference in J-stats
	 0.093225
	 0
	 NA
	


Table A3.12: Estimation Results for Wage Equation

	Dependent Variable: DLOG(W/CPI*100)

	Method: Two-Stage Least Squares

	Included observations: 44
	

	White heteroskedasticity-consistent standard errors & covariance

	Instrument specification: ECM_LRW(-1)   DLOG(W(-3)/CPI(-3)*100)    

	        DLOG(LPN(-2))  DLOG(LPN(-3))  DLOG(WM)    DLOG(CPI(-1))  

	        D(D07Q4)    DLOG(EMPN(-0)) DLOG(GDPN(-1)) DLOG(W(-1)) 

	        DLOG(CPI(-2))
	

	Constant added to instrument list

	
	
	
	

	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic

	
	
	
	

	
	
	
	

	LOG(W(-1)/CPI(-1)*100)-1*LOG(LPN(-1))-0.0975238978826*LOG(WM(-1)/CPI(-1)*100)+1.51846495064
	-0.073379
	0.035155
	-2.087313

	C
	0.041307
	0.007339
	5.628556

	DLOG(W(-3)/CPI(-3)*100)
	-0.262061
	0.096095
	-2.727102

	DLOG(LPN(-2))
	0.077816
	0.022751
	3.420274

	DLOG(LPN(-3))
	0.045306
	0.022002
	2.059137

	DLOG(WM/CPI*100)
	0.065167
	0.011768
	5.537575

	DLOG(CPI)
	-0.523087
	0.302712
	-1.728004

	D(D07Q4)
	0.077114
	0.031519
	2.446593

	
	
	
	

	
	
	
	

	R-squared
	0.660238
	    Mean dependent var

	Adjusted R-squared
	0.594174
	    S.D. dependent var

	S.E. of regression
	0.030940
	    Sum squared resid

	F-statistic
	9.252522
	    Durbin-Watson stat

	Prob(F-statistic)
	0.000002
	    Second-Stage SSR

	J-statistic
	9.172129
	    Instrument rank

	Prob(J-statistic)
	0.056938
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	      .*| .    |
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	      . |**    |
	      . |**    |
	4
	0.319
	0.347
	6.9569
	0.138

	      . | .    |
	      .*| .    |
	5
	-0.053
	-0.141
	7.1003
	0.213

	      .*| .    |
	      .*| .    |
	6
	-0.066
	-0.137
	7.3323
	0.291

	      **| .    |
	      **| .    |
	7
	-0.323
	-0.221
	13.032
	0.071

	      . | .    |
	      . | .    |
	8
	0.019
	-0.011
	13.052
	0.110
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Series: Residuals

Sample 2000Q1 2010Q4

Observations 44

Mean        7.41e-18

Median   -0.002067

Maximum   0.072113

Minimum  -0.052050

Std. Dev.    0.028310

Skewness    0.517125

Kurtosis    2.636720

Jarque-Bera  2.203016

Probability  0.332370


	Breusch-Godfrey Serial Correlation LM Test:
	

	
	
	
	
	

	
	
	
	
	


	Heteroskedasticity Test: ARCH
	
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	0.415276
	    Prob. F(1,41)
	0.5229

	Obs*R-squared
	0.431166
	    Prob. Chi-Square(1)
	0.5114


	Heteroskedasticity Test: White
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	1.439318
	    Prob. F(29,14)
	0.2389

	Obs*R-squared
	32.94874
	    Prob. Chi-Square(29)
	0.2798

	Scaled explained SS
	18.05023
	    Prob. Chi-Square(29)
	0.9432


	Ramsey RESET Test
	
	

	
	
	
	
	

	
	
	
	
	

	
	Value
	df
	Probability
	

	t-statistic
	 1.203626
	 35
	 0.2368
	

	F-statistic
	 1.448716
	(1, 35)
	 0.2368
	

	Difference in J-stats
	 0.037846
	 0
	 NA
	


Table A3.13: Estimation Results for Non-oil Export Equation

	Dependent Variable: DLOG(XN*AZN_USD/CPI*100)
	

	Method: Two-Stage Least Squares
	

	Included observations: 44
	
	

	White heteroskedasticity-consistent standard errors & covariance

	Instrument specification: ECM_LRXN(-1)   DLOG(XN(-3)*AZN_USD(-3)/CPI(

	        -3)*100)    DLOG(GDP_RF_R_SA*1000)         D(DSH05Q1) DCS2 

	        DLOG(XN(-1)*AZN_USD(-1) /CPI(-1)*100)  DLOG(CPI(-1)) DLOG(CPI(

	        -2))
	
	
	

	Constant added to instrument list
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	LOG(XN(-1)*AZN_USD(-1)/CPI(-1)*100)-1.00692427063*LOG(GDP_RF_R_SA(-1)*1000)+0.99416543311*LOG(REERN(-1))+0.9174294589*DSH05Q1(-1)+4.58718171401
	-0.754105
	0.102774
	-7.337500
	0.0000

	C
	-0.014139
	0.025538
	-0.553623
	0.5831

	DLOG(XN(-3)*AZN_USD(-3)/CPI(-3)*100)
	-0.250512
	0.044418
	-5.639875
	0.0000

	DLOG(GDP_RF_R_SA*1000)
	4.030162
	0.983756
	4.096709
	0.0002

	D(DSH05Q1)
	-1.327065
	0.042036
	-31.56954
	0.0000

	DCS2
	0.144431
	0.056349
	2.563155
	0.0145

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.868815
	    Mean dependent var
	0.006732

	Adjusted R-squared
	0.851554
	    S.D. dependent var
	0.381069

	S.E. of regression
	0.146821
	    Sum squared resid
	0.819144

	F-statistic
	50.33348
	    Durbin-Watson stat
	2.047325

	Prob(F-statistic)
	0.000000
	    Second-Stage SSR
	0.819144

	J-statistic
	0.042215
	    Instrument rank
	9

	Prob(J-statistic)
	0.997722
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	      .*| .    |
	      .*| .    |
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	0.736

	      . | .    |
	      . | .    |
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	-0.028
	2.8291
	0.830

	      . | .    |
	      . | .    |
	7
	0.060
	0.024
	3.0256
	0.883

	      . | .    |
	      .*| .    |
	8
	-0.044
	-0.069
	3.1363
	0.926
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Series: Residuals

Sample 2000Q1 2010Q4

Observations 44

Mean        2.40e-17

Median   -0.011047

Maximum   0.253631

Minimum  -0.288053

Std. Dev.    0.138021

Skewness   -0.233289

Kurtosis    2.566306

Jarque-Bera  0.743941

Probability  0.689375


	Breusch-Godfrey Serial Correlation LM Test:
	

	
	
	
	
	

	
	
	
	
	

	Obs*R-squared
	1.153761
	    Prob. Chi-Square(2)
	0.5616


	Heteroskedasticity Test: ARCH
	
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	2.620819
	    Prob. F(1,41)
	0.1131

	Obs*R-squared
	2.583519
	    Prob. Chi-Square(1)
	0.1080


	Heteroskedasticity Test: ARCH
	
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	2.620819
	    Prob. F(1,41)
	0.1131

	Obs*R-squared
	2.583519
	    Prob. Chi-Square(1)
	0.1080

	
	
	
	


	Ramsey RESET Test
	
	

	
	
	
	
	

	
	
	
	
	

	
	Value
	df
	Probability
	

	t-statistic
	 0.131748
	 37
	 0.8959
	

	F-statistic
	 0.017358
	(1, 37)
	 0.8959
	

	Difference in J-stats
	 0.018313
	 0
	 NA
	


Table A3.14: Estimation Results for GDP gap Equation

	Dependent Variable: LOG(GDP_R_TC)
	

	Method: Least Squares
	
	

	Included observations: 52
	
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	C
	6.133311
	0.050197
	122.1856
	0.0000

	T
	0.041230
	0.001243
	33.17679
	0.0000

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.956548
	    Mean dependent var
	7.679445

	Adjusted R-squared
	0.955679
	    S.D. dependent var
	0.638869

	S.E. of regression
	0.134498
	    Akaike info criterion
	-1.136833

	Sum squared resid
	0.904485
	    Schwarz criterion
	-1.061786

	Log likelihood
	31.55767
	    Hannan-Quinn criter.
	-1.108062

	F-statistic
	1100.699
	    Durbin-Watson stat
	0.233605

	Prob(F-statistic)
	0.000000
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Series: Residuals

Sample 1998Q1 2010Q4

Observations 52

Mean       -1.70e-15

Median   -0.001669

Maximum   0.351011

Minimum  -0.221952

Std. Dev.    0.133173

Skewness    0.681080

Kurtosis    3.243652

Jarque-Bera  4.148834

Probability  0.125630


	Breusch-Godfrey Serial Correlation LM Test:
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	114.1277
	    Prob. F(5,45)
	0.0000

	Obs*R-squared
	48.19907
	    Prob. Chi-Square(5)
	0.0000

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	
	
	

	Autocorrelation
	Partial Correlation
	
	AC 
	 PAC
	 Q-Stat
	 Prob

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	      . |******|
	      . |******|
	1
	0.871
	0.871
	41.795
	0.000

	      . |****  |
	    ****| .    |
	2
	0.612
	-0.611
	62.820
	0.000

	      . |***   |
	      . |****  |
	3
	0.401
	0.496
	72.052
	0.000

	      . |**    |
	      .*| .    |
	4
	0.303
	-0.123
	77.436
	0.000

	      . |**    |
	      **| .    |
	5
	0.249
	-0.206
	81.135
	0.000

	      . |*.    |
	      .*| .    |
	6
	0.145
	-0.159
	82.425
	0.000

	      . | .    |
	      .*| .    |
	7
	-0.025
	-0.130
	82.465
	0.000

	      .*| .    |
	      . | .    |
	8
	-0.194
	0.024
	84.860
	0.000


	Heteroskedasticity Test: White
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	6.989288
	    Prob. F(2,49)
	0.0021

	Obs*R-squared
	11.54180
	    Prob. Chi-Square(2)
	0.0031

	Scaled explained SS
	11.97105
	    Prob. Chi-Square(2)
	0.0025


Table A3.15: Estimation Results for Oil-GDP Ratio Equation

	Dependent Variable: GDPO
	
	

	Method: Least Squares
	
	

	Sample: 2000Q1 2006Q3  2007Q1 2007Q3  2008Q1 2008Q3  2009Q1

	        2010Q4
	
	
	

	Included observations: 41
	
	

	
	
	
	
	

	
	
	
	
	

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	
	
	
	
	

	
	
	
	
	

	OILEXCT
	1.044444
	0.003776
	276.5710
	0.0000

	
	
	
	
	

	
	
	
	
	

	R-squared
	0.998914
	    Mean dependent var
	2082.583

	Adjusted R-squared
	0.998914
	    S.D. dependent var
	2030.934

	S.E. of regression
	66.92790
	    Akaike info criterion
	11.26920

	Sum squared resid
	179173.7
	    Schwarz criterion
	11.31099

	Log likelihood
	-230.0185
	    Hannan-Quinn criter.
	11.28442

	Durbin-Watson stat
	1.088623
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Series: Residuals

Sample 2000Q1 2006Q3 2007Q1

     2007Q3 2008Q1 2008Q3

     2009Q1 2010Q4

Observations 41

Mean        7.543363

Median    10.94259

Maximum   231.8614

Minimum  -109.7482

Std. Dev.    66.49074

Skewness    1.353891

Kurtosis    7.371455

Jarque-Bera  45.17125

Probability  0.000000


	Breusch-Godfrey Serial Correlation LM Test:
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	1.515380
	    Prob. F(5,35)
	0.2102

	Obs*R-squared
	6.851636
	    Prob. Chi-Square(5)
	0.2319

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


	Autocorrelation
	Partial Correlation
	
	AC 
	 PAC
	 Q-Stat
	 Prob

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	      . |**    |
	      . |**    |
	1
	0.237
	0.237
	2.4821
	0.115

	      . |*.    |
	      . |*.    |
	2
	0.127
	0.075
	3.2121
	0.201

	      . |**    |
	      . |**    |
	3
	0.270
	0.239
	6.5949
	0.086

	      . |****  |
	      . |***   |
	4
	0.498
	0.434
	18.405
	0.001

	      .*| .    |
	     ***| .    |
	5
	-0.151
	-0.453
	19.518
	0.002

	      .*| .    |
	      **| .    |
	6
	-0.125
	-0.205
	20.307
	0.002

	      .*| .    |
	      **| .    |
	7
	-0.078
	-0.283
	20.621
	0.004

	      . | .    |
	      . | .    |
	8
	0.036
	0.020
	20.689
	0.008

	
	
	
	
	
	
	

	
	
	
	
	
	
	


	Heteroskedasticity Test: White
	

	
	
	
	
	

	
	
	
	
	

	F-statistic
	13.15908
	    Prob. F(1,39)
	0.0008

	Obs*R-squared
	10.34378
	    Prob. Chi-Square(1)
	0.0013

	Scaled explained SS
	33.78904
	    Prob. Chi-Square(1)
	0.0000

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


Appendix 4: In-sample Simulations

Figure A3.1: Nominal GDPs and Household Disposable Income
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Figure A3.2: Real GDPs, Household Disposable Income and GDP gap
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Figure A3.3: Nominal GDP and its components
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Figure A3.4: Real GDP and its components
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Figure A3.5: Fiscal Indicators
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Figure A3.6: Monetary Indicators
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Figure A3.6: Domestic Price and Wage Indicators
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� Center for Socio-Economic Research, Department of Economics, Qafqaz University;  The Institute of Cybernetics, ANAS, Azerbaijan; The Research Program on Forecasting, Department of Economics, The George Washington University, USA


� Co-director of the Research Program on Forecasting, Department of Economics, The George Washington University, USA


�� HYPERLINK "http://www.azstat.org/publications/azfigures/2010/az/001.shtml" �http://www.azstat.org/publications/azfigures/2010/az/001.shtml�


� Statistical bulletin of Central Bank of Azerbaijan, 2008; Paczyński and Tochitskaya (2008)


� As a future consideration, it would be desirable to model private investment by dividing it into domestic and foreign private investments in order to take domestic and foreign effects into account in the model. 


� Due to data availability and data accuracy problems capital stock and employment are treated as exogenous variables in the model. 


� In general policy decision is exogenous factor and in the empirical estimations basically taken into account by using dummy variables. 


� Due to data unavailability, equations for SOFAZ transfers and Import cover periods of 2001Q1-2010Q4 and 2003Q4-2010Q4 respectively. 


� Due to lack of quarterly data, time series of the non-oil and oil exports for the period 1999Q1-2000Q4 are calculated based on the annual data while quarterly time series of the tax and non-oil capital stock over the period 1999Q1-2010Q4 are converted from annual observations.


� This strategy is computerized only in OxMetrics program package (Doornik and Hendry, 2009).


� Some estimation and especially model solving and model-based simulations are conducted in EViews 7.2 program package


� Note that we also tried using oil anf non-oil GDPs instead of using overall GDP, but both of them became insignificant 


� This upward shift is observable in the level of all monetary aggregates including M1. It is mainly related to two events: (a) huge inflow of oil revenues into the economy as the biggest pipeline of Baku-Tbilisi-Ceyhan has launched and therefore huge demand and supply of national currency; (b) denomination of manat with a scale of 5000 old manat equals to 1 new manat.


� For example, maximum, mean and minimum values of the unemployment rate are 1.47%, 1.24% and 0.90% over the period 2000Q1-2010Q4 respectively.


� Note that in order to keep homogeny modeling environment, oil extraction is expressed in US Dollar term, i.e. it is divided by AZN_USD exchange rate.


� The reported test results for the non-oil GDP equation are derived from OLS estimation.


� The reported test results for the Oil Fund Transfers Equation are derived from OLS estimation
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