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Abstract

The Stiglitz Report published in September 2009 has brought back to the attention of policy
makers and researchers that measuring a country's development solely on the basis of GDP
or GDP per capita is not sufficient. An early attempt at multidimensional measurement is
the Human Development Index (HDI) developed by the United Nations Development
Program in 1990. This measure consists of three components: a health index, an education
index, and a standard of living index. Even though it was and still is subject to criticism, it is
the only multidimensional measure that has been around for 20 years and is widely
accepted by policy makers, who use this measure to compare the state of development of
their country with those of other countries. They would like to maximize the HDI to improve
their position in the ranking. As it is a multi-dimensional measure, it is necessary to
influence different fields of development, which can be done by policy makers via public
spending. We differentiate between public spending on education, health and general
spending. This corresponds to the three components of the HDI. In Sub-Saharan Africa,
which is the region of interest here, the total government budget is limited in most
countries, so that the only option policy makers have is to allocate the given budget
efficiently over the three categories. To find the best possible budget allocation, we use an
optimum portfolio theory approach, which has been adapted to the problem at hand.

The approach consists of two stages. The first stage is concerned with the econometric
estimation of a linear model that links variation in the policy instruments to the
corresponding variation in the individual components of the HDI in a given general
environment implicitly defined by a set of exogenous variables, such as the HIV-rate,
colonial ancestry, and so on. Using the method of Seemingly Unrelated Regression, we
estimate the contribution of each instrument to each target as part of a simultaneous
equations system. As a bonus, we obtain the covariance matrix of the parameter estimates.
In a second stage, we use these estimation results, including the covariance matrix of the
parameter estimates, to define a portfolio-selection problem, known from financial
optimum portfolio analysis. In our case, however, the distribution of a given budget of
government expenditures over the various HDI components constitutes the portfolio
selection problem, rather than distributing funds over a portfolio of financial assets. In our
case, an efficient portfolio minimizes the variance (further called V) in the HDI for a given



expected value of the HDI. We are able to calculate efficient HDI portfolios by varying the
degree of risk-aversion over a preset range, and tracing the corresponding set of optimum
portfolios which are necessarily efficient as well. This set can be interpreted as the hull of all
feasible portfolios in the V,HDI-plane. This set turns out to be convex, as in ordinary financial
portfolio applications.

We also show how, as the budget increases, these efficient portfolios move through the
V,HDI-plane in a North-Easterly direction in most cases, following convex expansion paths
for a given level of risk-aversion, indicating a more than proportional increase of V for a
given increase in HDI. In some cases we find that these expansion paths are U-shaped,
suggesting that there is a double dividend in expanding a low total budget in terms of HDI
gained and V lost, or a 'double punishment' for decreasing an already low budget. We have
also performed a sensitivity analysis that illustrates the working principles of the general
approach and the importance of the selection of statistically significant model specifications,
as statistically insignificant contribution parameters in one or more of the model equations
in combination with risk-aversion provides a bias against inclusion of corresponding
expenditures in the optimum development portfolio.

In most country/year combinations we have included in the analysis we find that actual HDI
performance lags significantly behind the HDI range achievable through efficient spending
of the actual available budget. Our approach enables us to indicate how existing budgets
should then be reallocated and how much would be gained in terms of the accompanying
HDI improvement.
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1. Introduction

In this article we present an approach to desigdiexelopment policies that takes into account the
intrinsic uncertainties surrounding the impact ofdividual development instruments on the
development goals to be achieved. Instead of uairiglly specified structural model that relates
policy instruments to policy goals and targetsheaitdirectly or indirectly, we use a (linear) reddc
form model that describes the statistical connacietween instruments and targets. The benefits of
this approach are obvious: the time necessarydoifypand estimate the model is far less than for a
fully specified structural model. The disadvantég@lso obvious: the model is essentially a black
box. However, as Friedman (1953) pointed out inRHies already, from a practical policy design
point of view, the most important thing is that tilack box actually works, i.e. that a significéink
between targets and instruments does indeed existcan be quantified to a sufficiently precise
degree on the relevant policy range. Because the ana of this article is to illustrate the working

principles of our design approach, we will adopeéiman’s pragmatic stance.

In policy making, the statistical nature of theat&in between targets and instruments is
usually ignored, except for instances where ons iente-Carlo simulations. However, a bonus of
explicitly acknowledging the statistical naturetié relation between instruments and targets tisitha
is easy to obtain the variance of some linear caoatlin of targets (i.e. of a linear ‘objective
function’) in terms of the variances in the meaducentributions of the individual instruments to
those targets. The Human Development IndéRI] takes the form of a linear combination of such
targets. Maximization of théiDl as the ultimate development target under somecesaasource
constraint then requires the matrix of the expeatatlies of the contribution coefficients of the
instruments to the various sub-targets. The ecotranestimation of these coefficients usually résul
in a situation where some non-zero (co-) variancéhe estimates of the contribution coefficients
remains. But then, picking some value of a pardicuistrument also implies picking a contributidn o
that instrument to the variance in the objectiveefion value. The latter is important, becausecyoli
makers tend to be risk-averse, and consequendy, ¢buld be expected to select from the collection
of all feasible sets of instruments the one sdtwhoalld generate the lowest variance for that paldir
objective function value. This particular set idi@ént in the sense that it provides the highest
positively valued result (theIDI) for a given value of a negatively valued resthte(corresponding

HDI variance).

The linearity of theHDI implies that its components are perfect subsstdive each-other,
which is one of the criticisms raised againstkigl, see e.g. Sagar and Najam (1998) and section 2.
Still, it has been widely accepted as a relevanasuee of development, and so do we (also for
pragmatic reasons). Given the existence of someures constraint, this causes the exclusive
selection of the instrument that would generatehilghest contribution to the objective function per

unit of the resource spent. With multiple resouccastraints, the set of feasible instruments may



become strictly convex, and a combination of déferinstruments may become optimal rather than
just a single one. With risk-aversion, such a @i of instruments (further called instruments-
portfolio, or IPF for short) may exist, regardl@$she existence of multiple resource constraisitsze

the instruments become effectively imperfect sttt because of the non-linearities involved & th
contribution of each instrument to the variancehia objective function, or the portfolio-varianaes (
opposed to the single-instrument variance). Problefithis kind are familiar from financial optimum
portfolio theory put forward by Markovitz (1952)na later extended by many others (Merton 1969;
Samuelson, 1969) also in non-financial directiddslfat, 1988; Seitz and Ellison, 1995; Awerbuch
and Berger 2003; van Zon and Fuss, 2008; Fuss,) 2008 current article fits into the latter categor
and is, as far as we know, the first applicatiothefideas of financial optimum portfolio theorythe

design of development policies.

The article serves two purposes. Tiist is to show the working principles of the approach,
also in a development context. To do this, we casthe simplest possible portfolio version of the
development problem that contains all the companémat are strictly necessary to define such a
problem, no more, no less. Thecondpurpose is to assess its potential relevancéhéodévelopment
problem. Therefore the components of the portfalionposition problem themselves are directly
linked to concepts used in development policy decisnaking and implementation. The objective
function, for instance, is translated into managgamodeling terms by taking it to be the
maximization of a weighted sum of thtbl and its corresponding variance by means of cdabia
public spending on the targets directly contribgitbo theHDI. We specify this set-up for a large
group of Sub-Saharan African (SSA) countries, agkiarselves how these countries should spend a
given budget on the various targets, given the oredsvariances in the contribution coefficients)] an
given the existence of (different degrees of) réslersion. It should be noted that limited data-
availability for this group of SSA-countries hasded us to choose as simple a model specificagon a
possible for purely pragmatic reasons. Still, thec#ication chosen works well in statistical terms

(see also section 4).

The article is further organized as follows. Smttl provides an overview of the different
parts that make up our approach as well as theaitias/extensions we have made to be able to cover
the design of efficient development portfolios.skection 3, we give a short overview of the data we
have collected for our portfolio-exercise, whileten 4 provides the estimation results. In secBon
we discuss the outcomes of our portfolio optim@atproblem, and investigate the efficiencies and
inefficiencies involved in the development portéaliof individual SSA-countries as compared to the
efficient portfolio frontier (further calledEPF, for short). We try to assess how much of their
inefficiencies are due to pure chance and how nduehto inefficiencies in the allocation of resosice
In section 6 we provide some concluding remarks.



2. Setting the Stage

2.1 General Outline

We feel that policy design should take into accadtat the impact of policies on the development
process can not be known with complete certainty, that some combinations of policy measures
may generate less riskhan others. In fact, as people (and policy makars generally risk-averse,
policy design should favor combinations of policibat generate the lowest risk for a given expected

result at the aggregate level and for a given tmtdget, i.e. the policy portfolio should be efict.

Under conditions of risk, the allocation of restes that have alternative uses, in our case
public expenditures that could be directed towatlsrnative expenditure categories, is bound to not
have the expected/desired effect, or at least rattly. In addition, it may well be the case that
realization ‘errors’ for different expenditure cgeies are correlated with each other. For exangpie,
unexpectedly high effectiveness of education expperes may make health and sanitation
expenditures ‘unexpectedly’ more effective tooOptimum Portfolio Theory, further calledPT for
short, these correlations are taken into accouon fthe outset, in defining efficient financial
investment portfolios. We want to do the same wihefining efficient development portfolios
(EDPS.

We will show that the extension @PT to cover the design dDPsis relatively straight
forward because of the correspondence betweersastetns antHDI components on the one hand,
and adding-up constraints on portfolio shares &wode on expenditures on thDl components on
the other. The fundamental change in @®T framework that is necessary for the desigiEDPsis
that of the addition of a (linear) system of simakous equations that describes how expenditures on
the variousHDI-components influence these components. We haireagstl the parameters of that
linear system (and their co-variances) for the $BAntries in our sample. The co-variance matrix
associated with the estimated contribution coedfits serves much the same function in our set-up as

the co-variances between the individual asset cdteeturn in a pur©PT setting.

2.2 The Human Development Index

The recent report by the Commission on the Measemérof Economic Performance and Social
Progress (Stiglitz et al.,, 2009) has made bothcpothakers and researchers acknowledge that
measuring a country’s development solely on thesbaflsGDP or GDP per capita is not sufficient,
suggesting that a composite measure including rdifteaspects such as income, health, education,

environment, freedom, or equality would be moretahle. The biggest drawback to actually

YIn the literature, a distinction between risk amitertainty is made. Risk is measurable througmawk
probability distribution, and uncertainty isn’t.f. night (1921).



establishing such a composite measure is dataabildil, especially concerning the quality of
education, health, and the environment on a macrmsuic level as well as inequality. Nonetheless, a
multidimensional indicator for human developmerg baen around for about 20 years in the form of
the Human Development IndedDI) developed by the United Nations Development Ruwgr
(UNDP). TheHDI was first published in the 1990 Human Developnmeaport (UNDP, 1990). It
measures “the average achievements in a counthyeée basic dimensions of human development: a
long and healthy life, knowledge and a decent stahof living.” HDI data are available for more
than 175 countries and regions. Even thoughHibewas criticized from the very beginning regarding
its incompleteness (e.g. measures of inequalityewacking), the way the index was calculated
relative to the observed range of variation in shenple, but also the additive fashion in which the
individual HDI components contributed to the aggregate indexHtE has, since 1997, converged
upon a final set of components, i.e. income, healii education (Klugmann et al., 2008). These
components ensure that tH®I is a measure that can be characterized as ‘ualietsasic to life’,
and ‘measurable’ (Bérenger and Verdier-Chouchaf@72 Meanwhile, other indicators addressing
(some of) the shortcomings of thtDl have been made available as Wwellggregate indicators that
can be seen as complementary toltid are for example the Happy Planet Index (Abdallahlg
2009), including happy life years and the ecoldgfoatprint, or the Human Poverty Index and the
Gender Related Development Index developed by UNHRiever, for the purpose of illustrating our
approach, but also becaud®l-data are now readily available, we have optedttierHDI as our
primary measure of development. This has the atddeds of us being able to rephrase Iti2! in
terms of the expected contribution coefficientshaf estimated expenditure system, further explained
in sections 2.4 and 4. Likewise, the variance mHIDI can be shown to depend directly on the co-

variance matrix of these distribution coefficie(@gse Appendix A for more details).

2.3 Public Spending

Adopting a particular measure of development llkeHDI as an adequate description of the state of
development then logically implies that policiesttiare effective in raising the measured levehef t
HDI are to be preferred above policies that are If#sstive, ceteris paribusHence, the measurable
impacts that alternative policies may have on Hi# may function as a screening device for the
selection of policies, indeed for the design okadf policies that may complement each otherai.e.
policy-portfolio. Development economists have dealith the issue of designing -effective

development policies for quite some time. Indeéayd is a wide literature on the effect of aid on

2 http://hdr.undp.org/en/statistics/indices/.
% For a short overview on other alternative indicgitgee Berenger and Verdier-Chouchane (2007)6f{.12



development, see for example the special issubeoReview of Development Economics from 2009
(Mavrotas, 2009).

The focus of our attention in this article is o tthesign of internal spending policies, rather
than on how external aid may affect developmenis hin line with the views of African economists
such as James Shikwati (Shikwati, 2006) or Dambisgo (Moyo, 2009), who criticize monetary
development aid and propose its complete remowalesaid-recipients only become dependent and
most of it ends up in the hands of corrupt elitesll, 2009). Rajan and Subramania (2005) even find
that aid has a negative impact on growth. In aoito this, if aid is directly channeled to specifi
programs or projects, local policy makers do natessarily have much of a say in where the aid flows
go. In light of this discussion we will explore hadfrican policy makers would be able to influence
development through a better channeling of thebliptexpenditures. Gomanee et al. (2005) take a

step in that direction by examining the effect iof @ development through public expenditures.

There are three main approaches to analyzing peblienditure in developing countries.
First, there is the more descriptive literature wblmow much the government spends in total, as a
percentage of GDP, or, more specifically, on whgeltor; how public spending develops over time
and how it compares across countries. These désagpare mostly followed by other types of
analysis, e.g. the analysis of the impacts of pugtiending on growth as in Fan and Rao (2003).
Second, there is the analysis of public spendifigieficy, i.e. how effective are, for example, hieal
or education expenditures in determining health eghacation outcomes in different countries and at
different times (e.g. Herrera and Pang, 2005; Harrg007; Gupta et al., 1997; Jayasuriya and
Wodon, 2008). Murillo-Zamorano (2004) surveys didfet efficiency frontier techniques (FDH and
DEA) in this context. The third strand of literatustems from growth theory, where the effect of
public spending on long-run economic growth is gred, e.g. Aschauer (1989), Barro (1990),
Devarajan et al. (1996), or Fan and Rao (2003)y@nine of these authors distinguish between
different spending categories such as educatiohealth. Furthermore, this literature measures the
effects of government expenditure just on econarevth, which, by now, is an indicator considered

to be too narrow a measure of a country’s overaletbpment.

Obviously, theEDP-approach we develop in this article fits in withetsecond (‘efficiency’)
strand of literature, but it does not stop with theasurement of inefficiencies. It also providesract
indication as to how a reallocation of the publersding budget may improve the effectiveness of
total spending in improving the Human Developmeardek. The only thing that is different is the
notion of the efficiency of the public spending halio itself. The latter is defined not just inrmes of
the maximization of the returdDl for a given level of resources available (the ditianal’

efficiency concept), but also for a given level tbe variance in the expected retuHBI (the



‘extended’ efficiency concept fro@PT): anEDP requires both ‘traditional’ and ‘extended’ effinizy

of the allocation of resources.

2.4 Optimum Portfolio Theory and Efficient Developnent Portfolio Design

Optimum Portfolio Theory@PT) was first described in Markovitz (1952). It refdo the problem of
distributing a given budget over different finan@asets, each of them with its own expected rate o
return and a given co-variance matrix between thgeeted rates of return of these assets. A
mathematical formulation of the static portfolio debis relatively straight forward, and we will use
as a template for the construction of our EfficiBetvelopment PortfolioEDP) counterpart. [FOPT

an efficient portfolio maximizes the expected palitf return for a given level of variance in that
return, or, equivalently, minimizes the variancdhie expected return for a given level of that metu
by a suitable allocation of the budget over alemiatives. So an efficient portfolio exists without
reference to risk-aversion. The notion of risk-ai@n helps to define an optimum portfolio as the
efficient portfolio for which an infinitesimal rdakation of the budget results in an infinitesiraaiall
change in the positively valued expected portfoturn that is exactly offset by an infinitesimal
change in the negatively valued corresponding plootivariance. We will use the simplest possible

portfolio valuation function (i.e@(R,V)) with a positive contribution of portfolio retur{®) and a

negative contribution of portfolio varianc¥)(i.e. © = R—-aV , wherea =0 is a constant parameter

and is a measure of the degree of risk-aversions€@qently, iso-valuation lines in theR-plane in

Figure 1 are defined by = R/a —©/a, where © represents a given and constant level of the
valuation function. Note that the iso-valuationelin(labeled I, I, 1lI) are straight and have apslo
given by 1/a . The objective function value is increasing wheing from | to Il to Ill, since for a
given value o ‘going to the right’ in Figure 1 means an increas®, hence an increase in the value
of ©.

Figure 1 shows the U-shaped efficient portfolionfier, where the variance minimizing
portfolio is represented by point A. This point aponds to the highest possible degree of risk
aversion, i.e. an infinitely higl implying a slope of the iso-valuation-lines equallfa — 0. The
optimum portfolio, for some given positive and fenvalue ofa is point B. Note that point C has the
sameV-value as B, but can never be an optimum portfainge B has higher retuiRthan C. The
upward sloping part of the U-shaped curve is tloeesthe economically relevant part of the curve. It
follows moreover that for finite values af the optimum portfolio given by point B will haveotn
higher variance and a higher return than the mininuariance portfolio as given by point A. In
addition to this, it should be noted that becausthe convexity of the relevant part of tB#F the
same increase iR tends to be associated with ever stronger inesiay/.

10



Figure 1: The optimum portfolio selection problem
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This OPT framework can serve as a template fordésgn of development policy. For the
present article, we will be using a static frameworhere decisions made in the present do not
(explicitly) influence those that can be takenhm future. In such a static setting, policy desiga
Friedman is relatively straightforward. The extemsof the approach to an intertemporal settingfis |

for future research at this point.

Lett be theTx1 column-vector oHDI components (the policy targetg)be theYx1 column-
vector of per capita expenditures on Y expenditategories and let be theXx1 column-vector of
exogenous variables of the expenditure system.héurtore,J is the TxY matrix of coefficients
describing the unit-contributions of the expenditaategories to thdDI components, whil& is the

TxX matrix of coefficients linking the exogenous vaies to thedDI components. Finallyz’ is the

transpose of for anyz while Z is the estimated/expected valuezpf.e. Z= E(z), and £ is the

associated error-vector/matrix (depending on theedsion(s) of z), i.e&£” =z—2. Using this

notation, we can write the expectd®| (denoted byl:| ) as:
H=i't/T 1)

wherei’ is thelxT summation row-vector. Moreover, the vector oé #xpected values of th¢DI

components can be written'as

* This can be regarded as the reduced form of alifieapstructural model of African economies. A reor
detailed exposition concerning the choice of thiglel is given in section 4.
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The maximization problem we need to solve is:

max, O=H-aV

st. H=it/T
V =V(y) 3)
f=Jy+Kx
B =i"Exp(y)

whereV is the expected variance in thidl and whereB is the per capita budget of government

Y
expenditures andB:i'Equ):Zexp(yi) is the budget constraint.The only qualitative

i=1
difference between this problem and a stand2RT problem is the presence of equation (2) as an
additional constraint. However, equation (2) caseasially be removed through direct substitution of
(2) into (1). This step redefiné$ (comparable in nature to the portfolio ret@mn the originalOPT
framework) in terms of the products of a numbematrices J andK), the vector of decision variables
(y) and the vector of exogenous variablgs (ather than just being the inner-product of #sset
returns vector’ and the vector of budget shares as in a stan@&® problem. This makes the
calculations more cumbersome, but the biggest prophumerically speaking, is the non-linearity of
the budget-constraint. The latter implies thatFEC’s that implicitly describe the optimal solutitm
(3) become non-linear themselves. However, usingfréfo’'s © Mathematica software, we were able
to calculatey numerically (and directly) as the solution to & aiesimultaneous non-linear equations.

The derivation of this set of non-linear equatiandescribed in detail in Appendix A.

3. The Data

For our analysis we need data on tHBI-components, and on public expenditures HI-
component. ThéiDI data stems from HDRO (2009) and is calculatedhasitithmetical average of a
health index (denoted bigx in Table 1) represented by life expectancy, a stahadf living index
(denoted bygdpin Table 1) represented by GDP per capita, andlanation index (denoted laduin
Table 1), i.e.HDI= (lex+ edu+ gdp)/3. Using weights other than 1/3 does not substéynthknge

the ranking of countries in accordance with théidl-score, although, of course, it does change the

® The variance V is a relatively complicated expia@ssn y that is derived in Appendix A. The nondarity of
the budget constraint arises because the coeffioiatrices] andK have been econometrically estimated with
the variabley measured as the natural logarithms of public ediperes on the various expenditure categories.

12



value of the index (Klugman et al., 2008). Note tha three components of the HDI, ieelu, lexand
gdp are the elements of our vector of target varsgble

Data sources for government expenditures are th©OW2009) and WDI (2009) databases.
WHO (2009) provides data for per capita governnesipenditure on health in international PPP$ (our
variablegeh) and for general government expenditure on headtipercentage of total government
expenditure (for now callegercentf). From these two we were able to calculate totaleghment
expenditure in international PPP$ gst = geh/percenthWDI (2009) provides data on public
spending on education as a percentage of governregpénditure gercentedy Per capita
government expenditure on education thergésl = get x percenteduRemaining government
expenditures were simply calculated as the residiegl = get — geh — ged

For our computations we use 5-year averages toconer frequent data gaps, as has for
example been done in Adler et al. (2009). Thus me @ with values for 1995, 2000, and 2005 for
about 30 SSA countries. The HDI shows some sigmificadvances over these years, but,
unfortunately, also a worsening of the index faneccountries. The range BHDI values in 1995 was
between 25% and 75%, which increased to valuesdeetv28% and 80% in 2005, while its mean

remained at 47%. The highest HDI in our sample®A 8ountries can be found in Mauritius and the
lowest in Niger. Most countries have an HDI-scogeneen 0.3 and 0.5.

Table 1: Descriptive statistics endogenous varigble

Variable Obs Mean Std. Dev. Min Max

hdi 19 0.47 0.12 0.28 0.80
lex 19 0.40 0.13 0.19 0.79
edu 19 0.55 0.20 0.18 0.83
gdp 19 0.47 0.15 0.32 0.79
get 19 747.80 1055.77 106.93 3264.92
geh 19 79.84 127.38 4.25 465.00
ged 19 137.88 204.76 1498 666.89
geg 19 530.08 740.61 72.95 2335.20

Public spending per capita varies greatly betwden3SA countries in our sample. Total
government expenditures per capigeef( in 1995 are between 70 USD and 3200 USD. Whiée th
minimum steadily increases to more than 100 USPR0@5, the maximum decreases to 2900 USD in
2000 before increasing again to about 3200 USDppeson in 2005. Even though South Africa has
the highest total spendingd, it lags far behind Botswana in spending on etlongged and health
(geh. At the top end of public expenditures per cagta further Mauritius and Namibia. The
Ethiopia and Niger have the lowest government ediperes per capita. While Ethiopia spends very

13



little on all categories, Niger is doing comparaklgll on education and health spending. Burundi

spends least on health (about 4USD per capitagaarig all years).

Originally we employe@O0 different exogenous variables which are commosbiduas control
variables when measuring development achievemdntifferent countries (see, for example, the
literature referenced in section 2). These exogemauiables can be grouped into different indicator
categories: structural indicators, developmenicetdrs and dummies (former BritisiGBCD) or
French FRCD) colony dummy). Structural indicators, that wesed here, are population density
(POPD), urbanization rate URBR, employment rateEMPR), the share of agricultureEAGR),
industry EIND), services ESER, and trade {RAD in value added, and the crop production index
(CROB. Development indicators mostly relate to healtisues: immunization against measles
(IMMU), malaria casesMALC), HIV (HIVR) and tuberculosisTBPR prevalence rates, and access to
improved water source®A[TSW and to sanitation facilitiesATSS. We also included aid per capita
(AIDC), but this turned out to be insignificant in adgression equations, as did several of the other
variables, given that we included the three govemnexpenditure categories. Descriptive statistics

for those variables that were finally used in thtneation are presented in Table 2.

Table 2: Descriptive statistics of exogenous vddab

Variable Obs Mean Std. Dev. Min Max

gbcd 60 0.18 0.39 0.00 1.00
popd 60 9442 138.29 201 612.13
urbr 60 32.98 14.51 7.22 60.20
empr 60 65.03 1351 38.64 86.46
eind 60 26.83 14.38 9.96 82.00
eser 60 4545 11.47 6.51 65.76
trad 60 7552 38.32 2432 200.76
hivr 60 5.71 6.60 0.05 24.88

tbpr 60 397.60 160.67 38.88 682.72
atss 60 34.75 20.76 5.00 94.00

4. Estimation Results

4.1 Estimated Model

Recall equation (2), ief=J y+ K X. The vectort of policy targets consists d=3 variables, i.e.

lex, edy andgdp while the vectol consists oM=3 government spending strategies, i.e. government
expenditures on healtig€h, educationded and remaining (general) government expendituges) (
Equation (2) can be thought of as the reduced fafrta more general structural model, in which the

target variables themselves are in part dependethe values of the other target variables as given

14



by: f = I:y+ Hx+V{. Obviously, the latter equation is equivalent tpaion (2) when we define

J= (I —\7)_1I: and K = (I —\7)'% . For reasons of simplicity, we stick to equati@j ifistead of

the more general specification including the diietgraction between targets.

4.2 Results and statistical assessment

Equation (2) describes the most general specificaif our public expenditure system. Each equation
could in principle have been estimated separabelyin our case we can not exclude the possibility
that the errors associated with the equationsarelated, because we have had to restrict sortreeof
parameter values ihandK to zero. In that case, it is no longer possiblege equation-by-equation
OLS, and SUR is an appropriate techniqua/e employed the SUR technique using Aitken’s
generalized least squares, which also providesdheariances between the parameter estimates of all
the model-parameters, also those across equatitnsh are needed to obtain the portfolio-variance
as used in equation (A.6) in Appendix A. Using Seisures that we explicitly take into account the

interdependencies between the equations.

Table 3 displays the estimation results for fivéfedent specifications of equation (2).
Specifications 1 through 4 differ with respect tee tspecific coefficients of the three expenditure
categories that are constrained to zero in therapaquations. While in specifications 1 and 2hbo
the coefficient ofInged (expenditure on education) and the coefficient lngeg (remaining
expenditures) are constrained to zero forl&ixeequation (life expectancy index), only the coééit
of Ingegis constrained to zero in specifications 3 andvlien includingngegin the estimation, none
of the coefficients corresponding to the expenditcategories were significant. This effect already
becomes apparent in specifications 3 and 4, wheitben of the coefficients dhgeh or Inged was

significant at 10% (confidence level).

Specifications 2 and 3 do not restrict the coedfitiof Ingeg in the edu (education index)
equation to zero. While the coefficientlo§ehis significant at 1% in all other specificatioitds only

significant at 10% in specifications 2 and 3. Theefticient of Inged is significant at 10% in

® Strictly speaking, there is the possibility thadiSper capita has an influence on total governragpéenditures
(through taxes, for example). To take this into cact, we would need an additional constraint of the

form:y =Wt +U X, with government expenditurgs depending on the target variablés the exogenous

variables X and possibly also other variables, resulting isiraultaneous system that could be estimated by
three-stage least squares (3SLS) or the generafimtiods of moments (GMM). Since we are interested
measuring the efficiency of the spending of a gikadget, rather than explaining how that budgeteoabout,

we disregard this possibility, and stick to equai().

" SUR stands for the technique of ‘seemingly uneelaegression’ which was developed by Zellner ()9@he
SUR technique allows for the possibility that diffet equations that are using the same data andatha
supposedly independent of each other, may stilehavors that are correlated across the equati@rsefe,
2003).
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specification 4 only, when it is also included retex equation. Still, its value is between 0.03 and
0.04 in all specifications except for those notrieing Ingeg Also, Aikaike and Schwarz-Bayesian
Information Criteria (AIC and BIC) are highest fgpecifications 2 and 3, so these two seem to be the
least appropriate of the five specifications. AI@IaBIC are third highest for specification 4, where

neither coefficient olngehandingedare significant in thé&ex equation.

Table 3: Estimation results

Specifications  Spec 1 Spec 2 Spec 3 Spec 4 Spec 5
lex
Ingeh 0.0205 * 0.0204 * 0.0005 0.0005 0.0287 **
Inged 0.0289 0.0290
Ingeg
Inurbr 0.0578 ** 0.0583 ** 0.0620 ** 0.0616 ** 0.0616 **
Inpopd 0.0163 * 0.0165 * 0.0132 0.0130 0.0111
Inempr 0.0832
Ineser 0.1002 ***  0.0999 ***  0.0588 0.0592 0.1086 ***
Intrad 0.0418 0.0418 0.0249 0.0249 0.0425 *
Intbpr -0.0420 ** -0.0419 ** -0.0491 ** -0.0492 ** -0.0432 **
Inhivr -0.0266 ***  -0.0266 *** -0.0293 *** -0.0293 *** -0.0253 ***
gbcd -0.0418 -0.0418 -0.0312 -0.0313 -0.0460 *
const -0.1840 -0.1849 0.0336 0.0346 -0.5782
RMSE 0.0751 0.0751 0.0733 0.0734 0.0747
R-squared 0.6549 0.6549 0.6708 0.6707 0.6585
edu
Ingeh 0.0722 *** 0.0555 * 0.0543 * 0.0698 *** 0.0734 ***
Inged 0.0379 0.0253 0.0273 0.0401 * 0.0381
Ingeg 0.0415 0.0401
Ineind 0.1375 ***  (0,1202 ***  0.1211 **  0.1380 ***  (0.1384 ***
Inempr 0.2985 *** 0.3046 *** 0.3018 *** 0.2958 *** 0.3080 ***
Inatss 0.0685 *** 0.0616 ** 0.0620 ** 0.0685 *** 0.0676 ***
gbcd 0.0307 0.0387 0.0386 0.0310 0.0307
free
const -1.7606 ***  -1.8329 *** -1.8212 *** -1,7523 *** -1.808 ***
RMSE 0.1068 0.1061 0.1061 0.1068 0.1068
R-squared 0.6857 0.6900 0.6900 0.6858 0.6858
gdp
Ingeh 0.0431 *** 0.0439 *** 0.0413 *** 0.0405 *** 0.0444 ***
Inged
Ingeg 0.0797 ***  0.0786 ***  0.0819 ***  0.0830 ***  0.0780 ***
Inurbr 0.0328 ** 0.0329 ** 0.0323 ** 0.0322 ** 0.0332 **
Inpopd 0.0099 ** 0.0099 ** 0.0098 ** 0.0098 ** 0.0100 **
gbcd -0.0180 -0.0181 -0.0176 -0.0174 -0.0182
const -0.2513 ***  -0.2486 ***  -0.2557 ***  -0.2583 ***  -0.247 ***
RMSE 0.0483 0.0483 0.0482 0.0482 0.0483
R-squared 0.8923 0.8922 0.8924 0.8925 0.8922
Number of obs. 60 60 60 60 60
DoF 22 23 24 23 23
AIC -394.85 -393.43 -392.82 -394.26 -393.96
BIC -348.78 -345.26 -342.55 -346.09 -345.79

Note. Significance levels: *** 1%, ** 5%, * 10%
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Specification 5 differs from specification 1 in tlentrol variables. It additionally includes

Inemprin lex. Including the employment rate, which is not siigaint inlex, slightly improves the fit

of the regression (measured IR?) and lowers the mean squared error (RMSE). Theevef this
coefficient is similar to those in specificationsahd 4, but neither AIC nor BIC indicate that

specification 4 outperforms specification 1, whibkrefore seems to be the most appropriate.

There is no indication of either heteroscedastioityutocorrelation, so that specification 1 is
valid and efficient. Still, as shown in our anafysi section 5.4 regarding the sensitivity of thealf
outcomes with respect to specifications specl-spse5do have to keep in mind that the results do
depend on the correct specification of the modemFnow on we will concentrate on the results from

specification 1, to show the applicability of tiBP method to developing development policies.

4.3 Results and impact of policy instruments oDl components

As the signs of the coefficients of all types ofvgmment expenditures in Table 3 are positive, an
increase in government spending improves the \altlee individualHDI components. However, not
all expenditure categories are equally important &8 the HDI components. Only government
expenditures on health seem to have an impactetifehexpectancy index. These expenditures are
also important for the other two indicesd(iandgdp). Education expenditures have a lower impact
(about 0.038) on the education index than healffeeditures (about 0.072). Remaining government
expenditures are not significant fiex or edy but are important for the GDP index (the coeffittiis

positive and significant at 1%).

The index for life expectancy at birth is highenibanization ratelrfurbr), population density
(Inpopd, employment ratelrfemp)), share of services in total value addétege), and trade as
percentage of total value addeédtiad) are higher, and if tuberculosis and HIV prevatenate are
lower. Former British coloniegbcd seem to have a lower life expectancy at birtteintut better
education index than former non-British coloniese Bhare of industry in total value addéteind),
the employment ratdnempi), and the percentage of population with accessate sanitationlifats9
have a positive impact on the education index. EBBd° index ¢dp) is positively influenced by the
degree of urbanizationnlurbr) and higher population densitiyhpopd. Again, being a former British

colony has a negative, though not very significanpact.
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5. Portfolio Application Results
5.1 Tracing the EPF

Given the estimates for the matricdsand K, including the cross-equation co-variances of the
parameter estimates, the variance of gl (V) can be calculated as described in Appendix A,
equation (A.6), and thEDP optimization problem, equation (A.7), can be sdlVer every country
and for every year for which a full data-set isitalde. The EPF for a given budget for some country
in some year can be (graphically) traced by catmgaa sequence of optimum development

portfolio’s for a range of values of the risk-aversparametes . In our case, the range for all values

of a is given bya = 15" for all integer values of x from -19 to 9, implyitigat & increases by 50

percent for each unit increase iff We also varied the budget over a range as givé® H%0[2?

for all integer values o& in between 0 and 6 (cf. varying colors in FiguPasand 2b). This budget
range coincides with the observed range of vanata the actual budgets over the countries and
years under consideration. The actual ETH 1995i@gt#) per capita budget is only slightly higher
than the budget low-bound of 50$ per capita, wMl@S 2005 (Mauritius) is close to the budget
high-bound of 3200$ per capita. In addition to thie traced th&PF for the actually observed per
capita budget (black curve). In the graphs, théamae (V) of an efficient development portfolio is
plotted against its correspondirdpl-value (H)? The resulting EPF has a convex shape, as we would
expect, given the resemblance of our EDP-compasjiroblem with an ‘ordinary’ OPF-problem. The
results shown below include the acthi®l given by UNDP (represented by the vertical lirs)d the
predictedHDI from our model (obtained by substituting equatf@hinto (1)) and its corresponding
variance for the actual budget (denoted by thetiposof the ‘star’). Therefore, if the actual budg
would be spent efficiently, the ‘star’ would needide on the black EPF, save for the occurrence of
random shocks in the contribution to the variougedts of our model variables. Each point in the V/,H
plane corresponds to a specific probability distiitn, the higher the variance, the thicker thés taf

the corresponding distribution and hence, the nlikedy to draw an HDI value that is further away
from the expected value. Burkina Faso (Figure Ra)example, has been ‘unlucky’, while Botswana
(Figure 2b) has had a lucky draw as the adtiial of the latter country exceeds the predidtéal,

and that of the former country falls below the preetl value. We will come back to this in more

8 We found no significant numerical trouble in cdéting the OPF'’s for this wide range of values, fauteven
slightly wider ranges we did. Far = 1.572° LSO 2005 starts giving numerical trouble. Suclulite also arises

for a = 15" However, the remaining range for is wide enough to be empirically relevant, as thelied
slopes of the iso-valuation lines get close endogtero and infinity.
° To avoid numerical problems, we have multiplied Knand J matrices by a factor’1@nd the elements of the

covariance matrixQ by 1¢ (Var(1000x) = 10002Var(x)) in order to retain afaiént degree of numerical
precision while tracing thEPFsfor a wide range ofx 's. This has the effect of multiplying the expectédl
and its standard-deviation (being the square rbtiteovariance) by a factor 1@s well.
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detail in the next section that deals with the meament of the impact of policy inefficiencies and

pure chance oHIDI scores.

The sequence dEPFsobtained by varying the budget over the budgeteaofy 50-3200
dollars per capita can essentially be classifiedgutwo different ‘shape-classes’. First, there BRI
sequences that have (near) constant variancevioblmigets, but then increasing variance for higher
budgets (and correspondingly higher level$iBi) for the highest value ofr (i.e. the low-end of the
EPF). An example that falls into this particular ‘ieesing’ shape-class is Burkina Faso in 1995, see
Figure 2a° But sometimes it is the case that for the lovbestgets, the low-ends of the low budget-
EPFs exceed those of higher buddePFs This suggests that in some cases, an expansitimeof
budget may give rise to a ‘development double @i for risk-averse development policy makers:
they could simultaneously improve thdi#DI score and reduce the riskiness of that score by
increasing spending. In fact, in the example predith Figure 2b, we see that the Botswana policy-
makers have apparently been able to identify the ef the budget for which the double dividend
becomes a trade-off between risk and return agaice an increase in the budget above the actual
budget would tend to raiddDl but at the expense of a higher associated risk.sHape explained

here is called ‘U-shape’ in the remainder of thieckr.**
Figure 2a: EPFs in Burkina Faso (1995)
BFA1995 , BIDG 50 3200

1750 |

1250 |
1000 |

750

9 0One should keep in mind that the observationd 885 are actually the 5 year averages over thes yied3-
1997. The same holdsutatis mutandisfor the observations for 2000 and 2005.

M strictly speaking, it is possible that there isyomne U-shaped class, of which the monotonicailyréasing
shape class is a special case (i.e. numericallgrawy only the right-arm of the U-shape). For thenment this
question is left for future research.
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5 countries belong to the first group (increas)nd3DI, BFA, ETH, MDG, and UGA? and 24
countries to the second group (‘u-shaped’): BEN,BWOG, CIV, CMR, COM, GHA, GMB, GNB,
GNQ, LSO, MLI, MRT, MUS, MWI, NAM, NER, RWA, SEN, €D, TGO, SWZ, ZAF, and ZMB.
Of these countries, BEN, CMR, MLI and ZMB could idé&kly benefit from the double-dividend
situation they are in by increasing their budggices their ‘black’EPFsare entirely to the left of the
minimum in their respective U-shap&fPFsequences. The EPFs corresponding to the actdgkebu

of for example BWA, COG and CIV though are almdgha point of minimal possible variance.

Figure 2b: EPFs in Botswana (1995) with U-shape

BM1995 , BUDG 50 3200

5.2 Performance Measurement

The EPFsthat we have traced for all countries, all yeard all budgets are all convex, as expected.
However, the observadDI does not necessarily intersect with the bBEIE (i.e. theEPF achievable
with the observed budget), nor is it necessarigydase that the ‘star’, i.e. the combination ofipnted
HDI and variance for the actual budget, lies on tlaeldEPF. The deviation of the actubdDI from

its expected value (as given ByDI-coordinate of the ‘star’) must be due to statistitlukes®®

However, the difference between tH®I-coordinate of the ‘star’ and that of the point the EPF

2 5ee Appendix A3 for the definition of the countrgmes and labels.

13 Strictly speaking, the error could also be dua tisspecification of the model, which could make ¢tountry
under observation differ from the ‘representativelintry covered by our estimated model. Obviousky,make
the implicit assumption that our linear model isngdetely and correctly specified. Also using estiora
specifications 2 to 5 for this analysis we findtttiee resulting relative positions of the black EBfe predicted
HDI (the star), and the actual HDI (black vertitiak) do not change in the vast majority of casdse only
exceptions to this are BDI1995, GNQ1995, and ZMB5L,9vhere the predicted HDI is very close to theiac
HDI for all specifications.
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with the same V-coordinate must be due to inefficies in the allocation of the public development
budget. This non-stochastic part of the extendédieficy losses associated with such inefficiency
can be removed by changing the budget allocatiah shiat the ‘star’ will be on the (blacEPF.
Recall that the extended efficiency is the objexfiunction value®, i.e. the positively valued HDI
minus its variance multiplied b . In this section we will measure the minimum antodoy which

extended efficiency could be improved for a giveddpet, by efficiently spending that budget.

Figure 3. Extended Efficiency Measurements

In Figure 3, point C (the ‘star’) depicts the V,dezdinates that correspond with the expected
values associated with the actual budget allocatighile the dotted vertical through point K
corresponds with the actual realisation of the HDle EPF is the convex curve through points E and
G. Point E is some point on the EPF that would th@sen by a person with am equal to the co-

tangent of the angle . This is because the line tangent to the corZB¥ in point E is an iso-
valuation line, given by @ =H® -a®VF®, implying that VE =H®/a® -0Ff/a® (the
superscript E here refers to point E onBiF). Note that this iso-valuation line representsttighest
value of the objective function that a person with= a® can achieve. Point E would represent the
optimum portfolio for that person. That person vebualue point C using the sanae”™, and obtain an
objective function value given by the H-coordinafepoint A on the horizontal axi$. But since C

and A are on the same iso-valuation line, the ébjedunction value in C is also equal to tH®I

coordinate of point A. The same goesjtatis mutandisfor points B and D.

1 0On the horizontal axis, the V-coordinate is zamthe objective function value associated with es@mint on
the horizontal axis must be equal to Hi2l-coordinate.
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In order to measure the potential size of exteneffidiency improvements due to more
efficient spending, we would like to know the minim improvement that people could achieve by

moving from a point like C to some point on tBBF, say a point like E, i.e. we are looking for (a

person with) a degree of risk-aversian- that implicitly defines point E such that the exted
efficiency gain A®) from the move from C to E would be minimal. Henlsaving any other degree

of risk aversion results in an even larger gaimlyimg that everybody will at least be as well aff

the person with risk-aversion © .

The extended efficiency gain from a move from €t given by:
AO=0F -0 =HF-H®-af(VF-V©) (4)

A movement along thEPF can be interpreted as a change in V that comes drohange in H

that in turn is caused by a changedifi. But then, minimisation of (4) with respect&d implies:

dNO _OHE

E E
2 - 0H _gF oV = oH ~0
oa Ja

_NJE _y\/C ov_on _
V=-v™) SHE 9gE (5)

SincedV /AHE is the slope of the EPF in point E, we must hawe @ = /0H " =1/a. But then

(5) implies thatV & =V, i.e. the point on th&PF that represents the smallest improvement of the
objective function relative to point C must have #ame V-coordinate as point C. Hence, the point we
are looking for must be point &, and the extended efficiency gain involved in movirom C to G is
given by the length of the line-segment in betwdese two points and is measuredHBI-units.
Note, however, that the corresponding extendediefitylevels(in equivalentHDI-terms) are given

by the HDI coordinates of the points of intersection of ttaeafiel dotted lines (with single arrow
heads) through C and G with the horizontal &Xis.

Unfortunately, the extended efficiency functionttine use does not have a ‘natural’ point

zero. People with high degrees of risk-aversion tmayaced with negative values of the objective

15 The second derivatived?A0/dat’ = -V E/OHE (AHE/dat >0 since a higher degree of risk-

aversion would lower both H and V, i.8H 5 /0a® <0 . The extended efficiency gain is therefore indeed
minimised when moving from C to G, since the secterdvative is positive.

6 Obviously, since the dotted lines with single arsoin Figure 3 are parallel, tHéDI-difference between
points C and G is exactly equal to tH®I difference between points A and B. The latteretéhce, however,
represents the extended efficiency difference betwgoints A and B (since the variance componergis in
both points A and B), and so thiDI-difference between points C and G is also equ#ieextended efficiency
difference between these points, we can therefuezdhange extended efficiency ad®I differences, as we
have done in Figure 3.
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function and be perfectly happy with that. In thase relative changes in the objective functioneal
make little sense, even though absolute changkgistiWe will therefore provide information in

terms of absolute changes.

The extended efficiency contributions of both ttensitory and the structural components are
shown in Figure 4 for all country/year combinatioios which a full data-set is available. The
calculations are based on Figure 3, where poins @e point of reference, and the total extended
efficiency surplus consists of two components, si®* —0° ={0X -0} +{0° -©°}. The
first bracketed term represents the extended effayi surplus over the expected value of extended
efficiency, given the way in which the budget wpsrt# in actual fact (if positive, we were luckyher
second bracketed term represents the extendedertfic surplus of the way in which the actual
budget was spent over the extended efficiency &socwith an efficient spending of the same
budget. Obviously, one would expect the latter sisrpo be negative, or at most equal to zero if the
actual budget allocation would have proved to lfigieft, and this is what we can observe in Figure
4" where the extended efficiency changes mentiobeseahave been expressed in equivalébt

changes (see Figure 3 and note 16).

5.3 Allocation inefficiencies

Figure 4 below has some striking features. Firgtlipfallocation inefficiencies are relatively inmpant

for Burundi (BDI), and consistently so. At the satime, the contribution of pure chance has been of
limited size, so that the negative extended efficyeeffects for Burundi are mainly structural in
nature. However, these extended efficiency defictslld be fixed, by adopting more efficient
spending programs. By contrast, Ethiopia (ETH) lemsistently been lucky, although the
contribution of pure luck has fallen and that dfaént resource allocation has risen over timehedt
countries that have seriously suffered from badt,lwtich is defined here as a transitory loss ofeno
than 5 percentage points are BWA2005, BFA1995, BFo52 GMB1995, LS02005, MLI2000,2005,
RWA2005, SEN2005 whereas such countries as BWA188822000,2005, GHA1995, MDG2000,
NAM1995,2000, ZAF1995, but also TOG1995-2000 andA1@B5 have been lucky using the same

measure.

" There are some minor positive deviations, howetgt, are due to the fact that we obtain the valuer ®
numerically using Mathematica’s Interpolation fuootthat represents the black EPF as an interpolaif the
outcomes of the efficient combinations of V and hHattwe have calculated for the range @fs discussed
above. We then invert this interpolated functiolbdain the@ corresponding to a certain value of the variance
V. This variance V is the value that we can calieulasing equation (A.6) for the observed budgeicalion.
The resulting value ofr is then used to evaluate the implied objectivefiom value for that interpolated value
of V, as we also have obtain&lD] along the EPF as an interpolated functionaf.
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Figure 4. Extended efficiency surpluses and dsficit
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A major overall result is that the contribution miire chance or ‘fate’ is generally of considerable
importance. However, the bonus of experiencingficiehcies instead of being confronted with fate is
that the former can be tackled, whereas, in priacifate can not. Nonetheless, we have tried to
correlate the various extended efficiency deviaifmom Figure 4 (but now scaled by the budget in
order to take differences in budget-sizes and timapact onHDI scores into account) with some

governance indicators, the hypothesis being th#t bete and bad allocation decisions might have
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something to do with the lack of quality of govamoa. To this end, we calculated the correlations (K
tau and Spearman because of their small sampleepireg) between extended efficiency deviations
and different governance indicators. The lattertiaeeFreedom house political rights (FHPR) and civi
liberty (FHCL) index and a combination of these twalled FREE?

Table 4. Extended efficiency surplus and Governaocelations

K-tau Spearman
FHPR FHCL FREE FHPR FHCL FREE
OBJ(K) - OBJ(G) 0.074 0.123 -0.117 0.136 0.204 -0.182
OBJ(C) - OBJ(G) -0.317*** -0.371*** 0.306***  -0.482** -0.555**  (.483***
OBJ(K) - OBJ(C) -0.072 -0.050 0.024 -0.109 -0.079 0.054

Note. Significance levels: *** 1%, ** 5%, * 10%

OBJ(K)-OBJ(G) = total extended surplus (+/-), meadurelative to efficient point G
OBJ(C)-OBJ(G) = extended efficiency surplus (+tpdo efficient/inefficient budget allocation
OBJ(K)-OBJ(C) = extended efficiency surplus (+Medo good/bad luck, measured relative to point G

The correlations between these governance indaod the partial and total deviations are
shown in Table 4. It becomes immediately clear theglatively high extended efficiency surplus due
to efficient spending is positively correlated wigbod governance, indicated by the highly significa
correlations in the second row of Table 4. Theseetations of the surplus and governance are
negative for FHPR and FHCL (where high values iagicbad governance), and positive for FREE
(where low values indicate bad governance). Tireetadions of total extended efficiency surplus
with the governance indicators, displayed in thstfrow, are of the same sign, but no longer
significant. This underlines both the practical orfance and the unpredictability of the contribatio
of fate to the total extended efficiency surplusanitheless, even though the extended efficiency
contribution of inefficiencies in government spergliis relatively limited, these inefficiencies are
heavily correlated with governance indicators, ssfjigg that extended efficiency improves as the

guality of governance increases.

In order to establish the practical importance eflucing inefficiencies in government
spending, the most important information from Fegdr i.e. the potential (minimum) improvement in
extended efficiency due to a move from point C @npG in Figure 3, has been presented again in
Figure 5. We see that countries like COG 2005 arRITM005 would benefit greatly from more

efficient government spending. This holds a fortior BDI 2000 in which the potential 10 percentage

8 Both FHPR and FHCL are measured on a scale fremri71 with 1 representing the highest degree afdoen
and 7 the lowest. FREE on the other hand is equa] if the average of FHPR and FHCL is lower tBah (i.e.
a country is relatively free), equal to 0.5 for arerage between 3.0 and 5.5, and O for an aveiigbertthan
5.5.
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point increase iHDI represents a proportional increase of 30 peradative to the expectedDlI,
which is extremely low to start with for BDI 2000e. slightly above 30 percent. For some other
countries too, more efficient government spendiag loring about relative changes in those countries’
HDI of more than 10 percent. Examples are MWI 1995] R100, GNQ 2000 and LSO 2000. Given
that the average HDI of the sample countries iZ,0@r most countries the potential increaséibi

is limited to less than 10 percent of the expedtdal. Nonetheless, an increase of even a few
percentage points in théDI of a country may be of considerable practical ingtce for the people

involved, as it could make the difference betweeimdp just alive and being able to make a living.

Figure 5. Possible improvement in HDI (in % pointg)h efficient spending
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The question now is what the removal of inefficiesaequires in terms of the reallocation of
the government budget. To answer this questionhawe calculated the percentage point differences
between the budget distributions in points G andhtp& in Figure 3, for each country/year
combination for which we have a complete data-betorder to be able to assess the practical
significance of the changes in the budget allocatius calculated, we also present the actual lhudge
allocation as a radar plot in Figure 6, to givérapression of the size of the numbers involved ted
variation in these numbers over countries and twres. Figure 7 contains the differences between the
efficient budget distribution and the actual budgdedtribution over the three categories, i.e. the
percentage point change in the budget allocatian Would be needed to make the development

portfolio efficient and to realize the percentagenpHDI gains shown in Figure 5.
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Figure 6. Actual budget distribution (% shares)
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Figure 6 shows that the share of general governspatiding is relatively high, and relatively stable
at around 70 to 80 percent of the total budget) yist a few exceptions in which the share exc86éds
percent (like BFA1995, BDI2000, CMR2000, TCD20050&2000,2005, GNQ1995,2000 and
MRT2005) and a few more in which the share is belwpercent. This generally leaves little to
distribute over health and education expenditufidee share of education expenditures (labeled
SGED) takes roughly 20 percent of the budget, whéalth expenditures (labeled SGEH) take the
remainder, i.e. only about 5 to 10 percent. It $thdne noted that the countries that are below @eera
general government spenders spend relatively moreducation. The variation in education and
health expenditure shares between countries ierattgan the variation in general government

expenditure shares.

Looking at Figure 7, we can make an important olzen. In the vast majority of cases,
extended efficiency could be improved by increadimg budget spending shares of education and
health. In cases where the budget reallocatiorf @wsiderable size we see that most of the drop in
general government expenditures goes to healthnelipees and less to education, thus effectively
making the distribution of the budget more even @agnthe three categories. There are very few
countries where general government budget expamsianwanted, and if so, the increase in the share

of general government expenditures amounts togdstv percentage points. These countries are the
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ones that were already spending their budgetsvelatfficiently (see also Figure 4). However, rihe
are quite a few countries for which large reduci¢20% or more) in the share of general government
expenditures are wanted, or, equivalently, equalige increases in the joint share of expenditares
health and education are/would have been requiredse countries are BDI1995-2005, COG2000-
2005, GNB1995-2000, MWI1995, MRT2005, NGA1995, ZMB5.

Figure 7. Percentage point differences efficierd antual budget distribution
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5.4 Sensitivity analysis

In Figures 8a-8c we present the plots of the exjperedshares in the various specifications in Téble
for each country/year combination against eachesponding country year combination in our
preferred specification 1. The thick black line @ach Figure represents a reference line as it is

associated with specification 1 against specificefi, hence the unit-slope.

When plotting theEPF's for the different specifications in Table 3, weifia that the general
shape and position of theB®F's in V,H-space did not change much (not shown here). Mariation
could be observed in the underlying expenditurereshaeven though specifications 5 and 1 are
remarkably similar, indicating that the employmeate impact (the only ‘real difference’ between
specifications 1 and 5), including the contributafits co-variance does not do much. Fairly simila
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are the results of specification 1 and 4. Stiledfication 4 involves a structural three perceatpgint
change in the share of education expenditureseagxpense of general expenditures. This is because
education now also has an impact on health, se ikex double-dividend to education expenditures in
specification 4 as compared to specification 1.

Figure 8a. Health expenditure sensitivity results
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There is a striking difference between specificadio2 and 3 on the one hand, and
specification 1 on the other. The cause of theethffice is the relatively large positive coefficient
Ingeg in the edu equation in combination with that coefficient bgimsignificant, i.e. showing a
relatively large (co-)variance. Both aspects argdrtant, because on the one hand the double
dividend of general expenditures now raises theesiod the latter, while on the other hand the
increased contribution ofhngeg to portfolio variance introduces a motive to moset of these
expenditures, and more so if these expendituresstatvely high raising the other expenditure sisar
in the process. This has the effect of reducingstbpes of the lines reflecting the correlationsveen
specifications 2 and 3 on the one hand and spatidit 1 on the other. Still, according to the
econometric modelngegis not significant iredy and even though the adjusted R-squared suggest a
better fit of either specifications 2 or 3, the Aike and Bayesian-Schwarz Information Criteria are
higher for these two specifications compared to ttleer three specifications, suggesting that

specifications 1, 4, and 5 are to be preferred specifications 2 and 3 on purely statistical giasin
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Figure 8b. Education expenditure sensitivity result
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Figure 8c. General government expenditure serisitiesults
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6. Summary and Conclusion

In this article we have presented the outlinea ofiethod that enables the assessment of the

efficiency by which development is promoted in S&Auntries through local government spending.
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We describe the process of development throughssgeciated impact on the Human Development
Index HDI). A sensitivity analysis concerning the widelyticized linear aggregation scheme with
equal weights for the three indexes is left foufatresearch. The purpose of the present exegcise i
show the application possibilities of the methodhiis field.

To this end, we estimate a simple cross SSA couwsitmyltaneous system of equations that
links government expenditures on the thidBl components to the scores on the thkiel
components in a setting that allows for exogenadffisrdnces between countries that would determine
the general setting in which the underlying develept processes are taking place, and that define in
part the effectiveness of government spending ising the HDI components. By estimating this
system of equations, we obtain measures of the agdociated with using the three spending
instruments. We make the assumption that policyersalare risk-averse, implying that they would
prefer a policy outcome of spending a given budgethe threeHdDI components with a particular
expected value of thdDI outcome and a corresponding variance of that owtcabove a policy with
the same expectddDI but a higher variance of that outcome. This sgttesembles the one known
from Optimum Portfolio Theory (OPT), but it extenttee OPT setting by allowing for multiple
constraint on the use of (policy-) instrumentsolm case, the simultaneous estimation model forms a
additional set of constraints next to the governnberiget adding-up constraint and the one thaslink

the value of thé&iDI to its components.

In our setting, an efficient development portfolkoa distribution of the government budget
that minimizes the variance of thbl for a given expected value of thiDl. We find that the&EPF's
can be represented as convex upward sloping gmajphe varianceHDI-plane. Using this setting, we
are able to define a point on tlPF of each SSA country that marks the minimum inaeias
extended efficiency (a measure that includes blo¢ghexpecteddDI and its variance) that could be
realized by an efficient spending of the governnieriget. We then show how the actual performance
of each SSA country can be split into a transitmynponent brought upon these countries by good or
bad luck, and a structural component that is linlcegood/bad budget allocation decision making. We
show that the good/bad luck component is of comalde importance. However, to some extent it
may be the case that what we have called ‘luclécisially a ‘measure of our ignorance’. For now we

have to leave the potential reduction of that igmeoe for future research.

The structural extended efficiency loss componermorrelated with a number of governance
indicators pointing to the ‘rule of thumb’ that gbgovernance is associated with efficient budget
spending and bad governance with inefficient spgnpdWe also show that the changes in the
composition of the budget for countries that arengiing inefficiently are considerable, i.e.
expenditures on health and education should beased by 20 percentage points or more, whereas in
most cases expenditures on health and educatioof @&he order of 20 percent to start with. Hence,
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efficient reallocation requires a doubling of thealth and education budget, and a more equal
distribution of the overall budget over the threenditure categories. For some countries, general
government expenditures need to be raised, butlynly small amount, and the other categories need
to be adjusted accordingly. This is the case onlycbuntries that are already spending relatively

efficiently.

The sensitivity analysis we performed led to theabasion that the shape and position of the
EPF as well as the predicted HDI are robust teediffit estimation specifications, while the necgssar
budget changes to get to the EPF show more vatyabising specifications with insignificant
parameter contributions by some expenditure cayeglmes introduce a bias against using that
category through its relatively high (co-) variariceombination with risk-aversion. We concludettha

estimating the model correctly is essential forlgpg the method and interpreting the results.
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Appendix A. Derivation of the EDP FOC's

In this appendix we show how the FOC’s can be @erithat implicitly describe the solution
to the maximization problem provided in (3). Firstshould be noted that errors khcan only be
caused by errors in Hence, from (1) it follows that:

N =i"eYIT (A1)
Moreover, assuming that we know boyhand x with absolute certainty, it follows from (2) that:
g=t-f=Qy+KX)-Jy-Kx)=(J-J)y+(K-K)x=¢g’y +e"x (A.2)

Note that (A.2) assumes that there are no measutesners inx or implementation errors iy nor

any other (forecast) errors. Using (A.1), theaace in thédDI is given by:

r 1 r T T
V =E(e"e" )=E(i'e'e"i/T?) =i'E(e'e" )i/T? =) Y E(£'€))/IT? (A.3)

i=1 j=1
, (a8 &8 &g

H t t t ot t ot t ot

with & L& =| £,& &£,& &&

EE &5 &

In equation (A.3)& is the i-th element in the error-vectr, i.e. it represents the error (i.e. the

deviation from expectation) in target variabl&sing equation (A.2), it follows that:

T X
&g = ZEiJ,k Yk +Z€iﬁ X (A.4)
k=1 |

=1

Substituting (A.4) into (A.3), we get:

Y Y Y X
E(‘E‘it E} ) = Z yk Z E(‘E}J,kgj],m)ym + Z yk Z E(‘gij,kgr,m)xm +
k=1 m=1 k=1 m=1

X X X X (A.5)
Z Xy Z E(gilfkgi],m)ym + Z Xy Z E(Ei}fkgr,m)xm
k=1 m=1 k=1 m=1

' The assumption that we know with certainty is always valid as policy makers $ee amount of

government spending. However, it is possible thatcannot be known with complete certainty due to
measurement errors or something similar, in whizgecwe would also have to include the variatior in the

calculation of£'. Even though it is relatively straight forwarditelude this source of variance (by means of a
linearization of the ternK X in equation (A.2) around its expected value), weem't done this here for reasons
of simplicity.
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The expectation terms in equation (A.5) actualferéo specific elements from the co-variance matri

of the parameter estimates of our linear systerns @t-variance matrix is symmetric, and consists of
T? sub-matrices (associated with each combinatiotamfets) further called?,; [Oi,j=1Y with
dimensions (Y+X)x (Y+X). Each sub-matrix in turn is partitioned idosub-matrices of dimensions

YxY, YxX, XxYandXxX, further calledQ"", Q™

ij? ij?

QY and Q. respectively (see also Figure A.1

ij?

YY - . . . .
below). Q/; is the co-variance matrix between the expendipaiameter estimates (as captured by

theJ matrix in equation (2)) for the target variablemndj, while QTT is the co-variance matrix of the
expenditure parameter estimates in the equatiotafget variableé and the parameter estimates of the
exogenous variables (as captured by the miyin the equation for target varialjleQ/ and Q

are similarly defined. Using this notation, it fmils from (A.3) and (A.5) that the varianceHni.e.V,
can be written as:

2 N YY YX XY XX
V=1T ZZ(y‘Qi y+y Qi x+x Q) y+x Q] x):

i=1 j=1 ! ! (A.6)

=y@"y+y Q7 x+x QX y+x Q™ x
where Q7 represents the arithmetical average ovef_ﬁJ O0Z =YY, XY,YX, XX .2°

Replacingt in (1) by (2), and inserting (2) into the objeetifunction, the Lagrangian of the

maximization problem (3) is given by:
P=H-aV +AB-i'Exp(y))=i'(Ay+KX)/T —aV + A(B-i'Exp(y)) (A7)

where A is the Lagrange multiplier of the budget constraamd Exp(y) stands for the column-

vector (Exp(y,) EXp(y,) .. EXp(y;))'. Maximizing (A.7) by a suitable choice gfresults in the
following FOC fory:

00 _Ji

= -a % - deaty) -
y y (A.8)

i1
T

_%—a((ﬁw +Q" ) y+ @™+ 0 )x)—/iExp(y) =0

Note that equations (A.8) and the per capita budgestraintB =i' Exp(y) define T+1 non-linear

simultaneous equations in tierl unknownsy and A, the solution of which we obtain using

20 Note that the terrt/T?> vanishes in the RHS of (A.6) sin€@@” = ZZQ,Z] IT?.
i
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Mathematica’'s FindRoot routine. The solution deead all the elements of the matrfk, the co-
variances inQ"",Q*", Q™ and ona . By varyinga over a predefined range, we can calculate the
corresponding solution of the simultaneous systewh €0 trace the correspondildpP, since the
optimum development portfolio must be efficientvesl. Note, moreover, thad is the shadow price

of the per capita budget, i.e. it measures by hawmthe objective function would rise for a onetuni

increase in the per capita budget.

Figure A.1 Co-variance matrix partitions
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Appendix B. Variance-covariance matrix of parameter estimates

Next to the parameter coefficients of the SUR edfiiom, their cross-equation variance-

covariance matrix plays a crucial role in our moasl shown in Appendix A. The overall structure of

this covariance matrix is provided in Figure A.Jab, which shows how the particul& -partitions
taken together make-up the covariance matrix. Timaemical values in the covariance matrix are
provided in Tables B.1-B.6. Note that in our formabtation, the number of exogenous and
endogenous variables included as independent lesidlb each equation is the same. However, in
Table B.1 we have left out those columns and rawmfthe Q —partitions containing only zero’s.
These zero-values arise, as the statistically mifsdgnt impact parameters have been set equalrty z
and so are the implied values for the elementbéncbvariance matrix of such independent variables

therefore (if they are not there, they can’t coyyaAn example is the independent variable Inhikie(
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HIV-prevalence rate) that contributes to the hedHtget variable but not to the other targets.
Consequently the Inhivr rows are missing for theeotargets, and so are the corresponding columns,

because of the overall symmetry of the covarianatzinm

Table B.1 Covariance matrix elemerfds,,

lex

Ingeh Inurbr Inpopd Ineser Intrad Intbpr Inhivr gbcd _cons
Ingeh 128.25
Inurbr -65.09 605.36
Inpopd 16.10 66.11 7547
Ineser -118.99 -194.34 -59.38 1056.77
3 Intrad -101.30 -237.05 1.98 355.64 672.86
Intbpr 57.93 79.14 101.14 -65.52 943 421.97
Inhivr -30.97 11.09 -10.32 51.84 12.79 -60.88 48.58
gbed 15.79 18.32 -8.28 -114.77 -56.43 -22.67 -43.48 685.98
_cons 288.03 -811.29 -918.98 -3846.76 -3092.65 -3038.00 179.44 627.94  50241.67

Table B.2 Covariance matrix elemersis.,,

lex

Ingeh Inurbr Inpopd Ineser Intrad Intbpr Inhivr gbed _cons

Ingeh 18.25 -0.64 1.63 -43.08 -20.24 -3.21 5.78 8.51 204.37
Inged -4.73 -8.33 297 54.76 20.50 9.73 3.06 -9.62 -317.25
Inempr 12.63 -30.70 4145 -59.43 48.05 18.72 -2.02 -3.81 -175.35

§ Ineind -9.99 3.00 -1.82 -33.69 37.09 -2.99 9.23 -7.87 12.62
Inatss 2.26 9.35 6.85 -11.77 4.68 -5.85 3.00 -1.34 7.74
gbed -1.48 -2.78 -3.54 11.50 -0.93 2.21 -0.52 87.68 -40.78
_cons -55.35 122.87 -205.88 315.66 -346.82 -77.42 -23.63 39.15 1269.57

Table B.3 Covariance matrix elemerfls,,,
lex

Ingeh Inurbr Inpopd Ineser Intrad Intbpr Inhivr gbcd _cons

Ingeh 17.99 -8.23 -1.66 -6.47 -29.30 -5.38 -1.22 141 153.15
Ingeg -4.99 -10.06 249 8.17 37.34 6.80 1.59 -4.84 -186.36
s Inurbr -15.13 7781 5.85 -1.41 -7.06 -1.12 -0.40 5.7 -192.27
“ Inpopd 0.52 6.76 7.29 -0.49 -1.68 -0.34 -0.06 0.13 -40.24
gbcd -3.20 3.05 0.32 1.38 6.23 1.15 0.26 93.25 -56.11
_cons 16.91 -204.56 -54.60 -17.17 -79.29 -14.70 -3.14 -14.79 1336.53

Table B.4 Covariance matrix elemerfis..

edu
Ingeh Inged Inempr Ineind Inatss gbcd _cons
Ingeh 622.87
Inged -393.37 566.21
Inempr 731.71 474.89 9773.02
§ Ineind -226.48 138.76 1123.83 1356.13
Inatss 9.36 -161.05 -129.53 -134.61 538.54
gbcd -84.04 95.20 -266.64 2843 -191.72 1354.19

_cons -2788.06  -2843.36  -48028.6  -8319.12 -117.01 1308.04  246931.1
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Table B.5 Covariance matrix elemerfds,

edu

Ingeh Inged Inempr Ineind Inatss gbcd _cons

Ingeh -31.90 17.31 -22.68 25.09 5.87 1.76 3244
Ingeg 30.23 -22.99 16.56 -29.63 -7.07 -0.91 39.61

g Inurbr -1.35 545 14.86 1.57 -5.25 1.76 -66.84
2 Inpopd -2.29 -0.92 -23.97 5.16 -4.77 244 110.01
gbed 6.26 -3.62 5.63 -5.49 -1.27 -63.63 344
_cons -48.25 54.62 21.05 56.45 54.79 -4.09 -514.84

Table B.6 Covariance matrix elemerfs,

gdp
Ingeh Ingeg Inurbr Inpopd gbcd _cons
Ingeh 187.91
Ingeg -190.25 242.19
g Inurbr -1.72 -44.01 207.07
2 Inpopd 8.93 -10.17 18.27 20.43
gbed -38.22 40.48 5.04 -2.00 267.05
_cons 421.37 -522.20 -497.07 -109.70 -154.17 3618.29

Appendix C. Country names and labels

Table C.1 Country data availability and labels

1995 2000 2005 1995 2000 2005
BEN Benin X X X MDG Madagascar X X X
BWA Botswana X X MWI  Malawi X X
BFA Burkinoa Faso X X MLl Mali X X
BDI  Burundi X X X MRT Mauritania X X X
CMR Cameroon X X MUS Mauritius X X X
TCD Chad X NAM Namibia X X
COM Comoros X NER Niger X X
COG Congo, Republic of X X RWA Rwanda X
CIvV  Cbte d'lvoire X X SEN Senegal X X
GNQ Equatorial Guinea  x X ZAF  South Africa X X X
ETH Ethiopia X X X SWZ Swaziland X
GMB Gambia, The X X TGO Togo X X X
GHA Ghana X UGA Uganda X X
GNB Giunea-Bisseau X ZMB Zambia X X
LSO Lesotho X X
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